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Preface 

This book originated_ as notes used in 
teaching communications at a tec_hnical college in Sydney, Australia. At that time, 
textbooks written at this level were not available. As demand for this course grew, an 
Australian text was published. Soon afterward,_ this text, aimed primarily at American 
students, was published in the United States. 

The text is designed for communications students at the advanced.level, and it 
presents information about the basic philosophies, processes, circuits, and other build
ing blocks of communications systems. It is intended for use as text material, but for 
greatest effect it should be backed up by demonstrations and practical work in which 
students participate directly. 

In this edition of the text; chapter objectives have been added and student 
exercises increased in number to reinforce the theory in each chapter. Further, a new 
chapter on fiber optic theory has been added. 

The mathematical prerequisites are an understanding of the j operator, trigono
metric _formulas of the product-of-two-sines form, very basic differentiation and inte
gration, and binary arithmetic. 

The basic electrical-electronic prerequisite is a knowledge of some circuit the
ory and common active circuits. This involves familiarity with de and ac circuit theory, 
including resonance, filters, mutually coupled circuits and transformers, and the opera
tion of common solid-state devices. Some knowledge of thermionic devices and elec
tron ballistics is helpful in the understanding of microwave tubes. Finally, communica
tions prerequisites are restricted 10' a working knowledge of tuned voltage and power 
amplifiers, oscillators, flop-flops, and gates. 

The authors are indebted to the following people for providing materials for this 
text: Noel T. Smith of Central Texas College; Robert Leacock, Test and Measurement 
Group, Tektronix; Jarnes_E. Groat, Phelps Dodge International Corporation; and David 
Rebar, AMP Incorporated. We would also like to thank the reviewers, Clifford Clark 
of ITT Technical Institute, Milton Kennedy, and Richard Zboray, for their input to this 
edition. · 

George Kennedy 
Bernard Davis 
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2 ELECTRONIC COMMUNICATION SYSTEMS 

· use of satellites and fiber optics has made communications even more widespread, with 
an increasing emphasi7· on computer and other data communications. 

A mo~em communications system is first concerned with the sorting, process
ing and sometimes storing of information before its transmission. The actual transmis
sion then follows, with further processing and the filtering of noise. Finally we have 
reception, which may include processing steps such as decoding, storage_ and interpre
tation. In this context, forms of communications include radio telephony and telegra
phy, broadcasting, point-to-point and mobile communications (commercial or mili
tary), computer communications, radar, radiotelemetry a.nd radio aids to navigation: 
All these are treated in turn, in follo~ing chapters. 

In order to become familiar with these systems, it is necessary first to know 
about amplifiers and oscillators, the building blocks of all electronic processes and 
equipment. With these as

1 
a background, the everyday communications concepts of 

noise, modulation and information theory, as well as the various systems themselves, 
may be approached. Any logical order may be used, but the one adopted here is, basic 
systems, communications processes and circuits, and more complex systems, is con
sidered most suitable. It is also important to consider the human factors influencing a 
particular system, since they must always affect its design, planning and use. 

1 ~ 2 COMMUNICATIONS SYSTEMS 

Before investigating individual systems, we have to define and discuss important terms · 
such as information, message and. signal, channel (see Section l-2.3), noise and dis
tortion, modulation and demodulation, and finally encoding and decoding. To corre
late these concepts, a block diagram of a general communications system is shown in 
Figure 1-1. 

'1-2.1 Information 
The communications system exists to convey a message. This message comes from the 
information source, which originates it, in the sense of selecting one message from a 
group of messages. Although this applies more to .telegraphy than to entertainment 
broadcasting, for example, it may nevertheless be shown to apply to all forms of 
communications. The set, or total number of messages, consists of individual mes-

·' . 

Information 
source 

Encoding Decoding 
modulatio~ demodulation 
(distortion) (distortion)" - (distortion) 

Transmitter Channel 

Noise 
source 

Receiver Destination 

FIGURE 1-1 Block diagram of.c~~~unications syste~. 



Introduction to 
Communications Systems 

This chapter serves to introduce the reader to 
the subject of communications systems, and 
also this book as a whole. In studying it, you 
will be introduced to an information source, a 
basic communications system, transmitters, 
receivers and noise. Modulation methods are 
introduced, and the absolute need to use 

them in conveying information will be made 
clear. The fmal section briefly discusses 
bandwidth requirements and shows that the 
bandwidth '-!leeded to transmit some signals 
and wavefol'Dl!' is a great deal more than 
might be expected. 

OBJECTIVES 
i 

Upon completing the material in Chapter J, the student will be able to: 

Define the word information as it applies to the subject of communications. 

Explain the term channel noise and its effects. 

Understand the use of modulation, as it applies to transmission. 

Solve problems using Fourier series and transforms . 

. Demonstrate a basic understanding of the term bandwiath and its application in com
munications. 

1 ~ 1 COMMUNICATIONS 

In a broad sense, the term communications refers to the sending, receiving and process
ing of information by electronic means. Communications started with wire telegraphy 
in the eighteen forties, developing with telephony some decades later and radio at the 
beginning of this century. Radio communication, made possible by the invention of the 
triode tube, was greatly improved by the work done during World War IL It subse
quently became even more widely used and refined through the invention and use of 
the transistor, integrated circuits and other semiconductor devices. More recently, the 
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INTRODUCTION TO COMMUflCATIONS SYSTEMS 3 

sages which may be distinguished from one another. These may be words, groups of 
words, code symbols or any other prearranged units. 

Information itself is that which is conveyed. The amount of information con
tained in any given message can be measured in bits or in dits, which are dealt with in 
Chapter 13, and depends on the number of choices that must be made. The greater the 

. total number of possible selections, the larger the amount of information conveyed. To 
indicate the position of a word on this page, it may be sufficient to say that it is on the 
top or bottom, left or right side, i.e., two consecutive choices of one out of two 
possibilities. If this word may appear in any one of two pages, it is now necessary to 
say which one, and more information must be given. The meaning (or lack ofmeiming) 

· of the information does not matter, from this p9int of view, only the quantity is 
important. It must.be realized tha-t no real information is conveyed by a redundant (i.e., 

·totally predictable) message. Redu_ndancy is not wasteful under all conditions. Apart 
from its obvious use in entertainment, teaching and any appeal to the emotions, it also 
helps a message to remain intelligible unde~ difficult or noisy conditions. 

1-2.2 Transmitter 
Unless the message arriving from the information source is electrical in nature, it will 
be unsuitable for immediate transmission. Even then, a lot of work must be done to 
make such a message suitable. This may be demonstrated in single-sideband modula
tion (see Chapter 4), where it is necessary to convert the incoming sound signals into 
electrical variations, to restrict the range of the audio frequencies and then to compress 
their amplitude .. range. All this is done before any modulation. in wire telephony no 
processing may be requi~ed, Put in long-distance communications, a transmitter is 
required to process,· and_ possibly encode, the incoming information so as to make it 
suitable for transmission and subsequent reception. 

Eventually, in a transmitter, the information modulates the carrier, i.e., is 
superimposed on a high-frequency sine wave. The actual method of modulation varies 
from one system to another. Modulation may be high level or low level, and the system 
itself may be amplitude modulation, frequency modulation, pulse modulation or any 
variation or combination of these, depending on the requirements. Figure 1-2 shows a 
high-level amplitude-modulated broadcast transmitter of a type that will be discussed 
in detail in Chapter 6. 

Crystal RF buffer 
RF voltage 
and power oscillator amplifier amplifiers 

Modulation Modulation Modulation 
Modulation in 

processing voltage power 
amplifiers amplifiers 

FIGURE 1-2 Block diagram of typical radio transmitter. 
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1-2.3 Channel-Noise 
The acoustic channel (i.e., shouting!) is not used for long-distance communications, 
and neither was the visual channel until the advent of the laser. "Communications," in 
this context, will be restricted to radio, wire and fiber optic channels. Also, it should 
be noted that the term channel is often used to refer to the frequency range allocated to 
a particular service or transmission, such as a television channel (the allowable carrier 
bandwidth with modulation). 

It is inevitable that the signal will deteriorate during the process of transmission 
and reception as a. result of some distortion in the system, or because of the introduc
tion of noise, which is unwanied energy, usually of random character, present in a 
transmission system, due to a variety of causes. Since noise will be· received together 
with the sigt1al, it places a limitation on. the transmission system as a whole. When 
noise is severe, it may mask a given signal so much that the signal becomes unintelligi
ble and therefore useless. In Figure 1-1, only one source of noise is shown, not because 
only one exists, but to simplify the block diagram. Noise may interfere with signal at 
any point in a communications sy~tem, but it will have its greatest effect when the 
signal is weakest. This means that noise in the channel or at the input to the receiver is 
the most noticeable. It is treated in.detail hf Chapter 2. 

1-2.4 Receiver 
There are a great variety of receivers in communications systems, since the exact form 
of a particular receiver is influenced by a great'many requirements. Among the more 

· important requirements are the modulation system used, the operating frequency and 
its range and the type of display required, which in turn depends on the destination of 
the intelligence received. Most receivers do conform broadly to the superheterodyne 
type, as does the simple broadcast receiver whose block diagram is shown in Figure 
1-3. 

Receivers run the whole range of complexity from a very simple crystal re
ceiver, with headphones, to a far more complex radar receiver, with its involved 
antenna· arrangements and visual display system, which will be expanded upon in 
Chapter 6. Whatever the receiver, its most important function is demodulation ( and 

Local oscillator 

Intermediate 
frequency 
amplifier 

Demodulator 
Audio voltage 

aod 
power amplifiers 

FIGURE 1-3 Block diagram of AM superheterodyne receiver. 
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sometimes also decoding). Both these processes are the reyerse of the corresponding 
transmitter modulation processes and are discussed in the following chapters. 

As stated initially, the purpose of a receiver and the form of its output influence 
its construction as much as the type of modulation system used. The output of a 
receiver may be fed to a loudspeaker, video display unit, teletypewriter, various radar 
displays, television picture tube, pen recorder or computer .. In each instance different 
arrangements must be made, each affecting the receiver design. Note that the transmit
ter and receiver must be in agreement with the modulation and coding methods used 
(and also timing or synchronization in some systems). 

1 ~ 3 MODULATION 

1-3.l Description 
Until the process of superimposing a low-frequency (long-wave) voice information 
component on a high-frequency (short-wave) carrier signal was perfected, the most 
widely used form of communications was a system based on the transmission of a 
continuous-wave (CW) signal. With this system, the signal was interrupted periodi
cally (Morse code) to produce a coded message. The CW system required tremendous 
training and expertise on the part of the persons involved in transmitting and receiving 
the messages, and therefore the field was limited to a few experts. 

With the development of modulation, a whole new era of communications 
evolved, the results of which can be seen all around us today. We will now examine the 
process of modulation in more detail. 

1-3.2 Need for Modulation 
There are two alternatives to the use of a modulated carrier for the transmission of 
messages in the radio channel. One could try to send the (modulating) signal itself, or 
else use an unmodulated carrier. The impossibility of transmitting the signal itself will 
be demonstrated first. 

Although the topic has not yet been discussed, several difficulties are involved 
in the propagation of electromagnetic waves at audio frequencies below 20 kilohertz 
(20 kHz) (see Chapters 8 and 9). For efficient radiation and reception the transmitting 
and receiving antennas would have to have lengths comparable to a quarter-wavelength 
of the frequency used. This is 75 meters (75 m) at I megahertz (I MHz), in the 
broadcast band, but at 15 kHz it has increased to 5000 m (or just over 16,000 feet)! A 
vertical antenna of this size is impracticable. 

There is an even more important argument against transmitting signal frequen
cies directly; all sound is concentrated within the range from 20 Hz to 20 kHz, so that 
all signals from the different sources would be hopelessly and inseparably mixed up. In 
any city, the broadcasting stations alone would completely blanket the "air," and. yet 
they represent a very small proportion of the total number of transmitters in use. 

In order to separate the various signals, it is necessary to convert them all to 
different portions of the. electromagnetic spectrum. Each must be given its own fre
quency loc::ation. This also overcomes the difficulties of poor radiation at low frequen-

, I 
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cies and reduces interference. Once signals have been translated, a tuned circuit is 
employed in the front end of the receiver to make sure that the desired section of the 
spectrum is admitted and all the unwanted ones are rejected. The tuning of such a 
circuit is normally made variable and connected to the tuning control, so that the 
receiver can select any. desired transmission within a predetermined range, such as the 
very high frequency (VHF) broadcast band used for frequency modulation (FM). 

Although this separati(lll-of signals has remo.fed a number of the difficulties 
encountered in the @§ence of modulation, the fact still remains that unmodulated 
carriers of various frequencies cannot, by themselves, be used to transmit intelligence. 
An unmodulated carrier has a constant amplitude, a constant frequency and a constant 
phase relationship with respect to some reference. A message consists of ever-varying 
quantities. Speech, for instance, is made up of rapid and unpredictable variations in 
amplitude (volume) and frequency (pitch). Since it is impossible to represent thesetwo 
variables by a set of three constant parameters, an unmodulated carrier cannot be used 
to convey iriformation. In a contimious-wave-modulation system (amplitude or fre
quency modulation, but not pulse modulation) one of the parameters of the carrier is 

· varied by the message. 'Therefore at any instant its deviation from tlie unmodulated 
value (resting frequency) is proportional to the instantaneous amplitude of the modulat
ing voltage, and the rate at which this deviation takes place is equal to the frequency of 
this signal. In this fashion, enough information about the instantaneous amplitude and 
frequency is transmitted to enable the receiver to recreate the original message (this 
will be expanded upon in Chapter 5). 

1 ~4 BANDWIDTH REQUIREMENTS 

It is reasonable to expect that the frequency range (i.e., bandwidth) required for a given 
transmission should depend on the bandwidth occupied by the modulation signals 
themselves. A high-fidelity audio signal requires a range of 50 to 15,000 Hz, but a 
bandwidth of 300 to 3400 Hz is adequate for a telephone conversation. When a carrier 
has been similarly modulated with each, a greater bandwidth will be required for the 
high-fidelity (hi-fi) transmission; At this point, it is worth noting that the transmitted 
bandwidth need not be exactly the same as the bandwidth of the original signal, for 
reasons connected with the properties of the modulating systems. This will be made 
clear in Chapters 3 to 5 .. 

Before trying to estimate the bandwidth of a modulated transmission, it is 
essential to know the.bandwidth occupied by the modulating signal itself. If this con
sists of sinusoidal signals, there is no problem, and the occupied bandwidth will simply 
be the frequency range between the lowest and the highest sine-wave signal. However, 
if the modulating signals are nonsinusoidal, a much more complex situation results. 
Since such nonsinusoidal waves occur very frequently as modulating signals in com
munications, their frequency requirements will be discussed in Section 1-4.2. 
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1-4.1 Sine Wave and Fourier Series Review 
It is very important in communications to have a basic 'uIJderstanding of a sine wave 
signal. Described mathematically in the time domain and in.theJrequency domain, this 
signal may be represented as follows: 

v(t) = Em sin (27rft + c/>) = Em sin (wt+ c/>) 

where v(ti = voltage as a function of time 

Em = peak voltage 

sin = trigonometric sine function 

f = frequency in hertz 

w = radian frequency (w = 27rf) 

t = time 

c/> = phase angle 

(1-1) 

If the voltage. waveform described by this expression were applied to the verti
cal input of an oscilloscope, a sine wave would be displayed on the CRT screen. 

The symbol fin Equation (l-1) represents the frequency of the sine wave 
signal. Next we will review the f'purieneries, which is used to express periodic time 
functions in the frequency domain, and the Fourier transform, which is used to express 
nonperiodic. time domain functions in the frequency domain. 

To expand upon the topic of bandwidth requirements, we will define. the terms 
of the expressions and provide examples so that these topics can be clearly understood. 

A periodic waveform has amplitude and repeats itself during a specific time 
period ·T. Some examples of waveforms are sine, square, rectangular, triangular, and 
sawtooth. Figure 1-4 is an example of a rectangular wave, where A designates ampli
tude, T represents time, and T indicates pulse width. This simplified review of the 
Fourier series is meant to reacquaint the student with the basics. 

The form for the Fourier series is as follows: 

a0 ~ [ (2Trnt) · (2Trnt)] 
f(I) = 2 + ;:, an cos T + bn sin -T- _ (1-2) 

f(t) 

T 

A 

FIGURE ·1-4 Rectangular wave. 
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Each term is a simple mathematical symbol and shall be explained as follows: 

f = the sum of n terms, in this case from I to infinity, where n takes on 
n=I values of l", 2, 3, 4 ... 

a0 , a., b. = the Fourier coefficients, determined by the type of waveform 

T = the period of the wave 

J(t) = an indication that the Fourier series is a function of time 

The expression will become clearer when the first four terms are illustrated: 

J(t) = [ ~o] + [a, cos (2;1
) + b1 sin (2;i)] + [a2 cos ( 

4
;t) 

. (47TI)] [ (67TI) (67Tt)] + b2 sm T + a3 cos T + b3 sin. T + (1-3) 

If we substitute w0 for 21r/T (w0 =: 21rf0 = 21r/T) in Equation(l-4), we can rewrite the 
Fourier series in radian terms: 

. , f(I) = [ ~o l ,t- [a, cos Wot+ b, sin Woll 

+[a2 cos 2wol +. b2 sin 2wot] + [a3- cos 3wot :+ b3 sin 3w0 t] + (1-4) 

Equation (1-4) supports the statement: The makeup of a square or rectangular wave is 
the sum of (harmonics) the sine wave components al various amplitudes. 
The Fourier coefficients for the rectangular waveform in Figure 1-4 are: 

2AT 
ao-=--

T 

2A T sin ( 1rnr/T) 
an= 

T(1rnr/T) 

b. = 0 because t = 0 (waveform is symmetrical) 

The first four terms of this series for the rectangular waveform are: 

!() _[AT] [2AT sin (1rr/T) (27T/.)] [2AT sin (27TT/T) (47Tt)] /--+-- cos-.-+-- cos--
T T ( 1rr/T) T T (27TTIT) T 

[
2Ar sin (31rr/T) (67TI)] + -- cos - + . . . (1-5) 

T (31rr/T) T 

Example 1-1 should simplify and enhanc; students' understanding of this re-
view material. ' 
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The Fourier transform review material is included here because not all wave
forms are periodic and information concerning these nonperiodic waveforms are of 
great interest in the study of communications. A complete study and derivation of the 
series and transform are beyond the scope of this text, but the student may find this 
review helpful in understanding these concepts: · 

1.5,r 

FIGURE 1-5 Sine in radians. 

-C 
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· Figure 1-6 illustrates a single nonrepetitive pulse. Tt,e transform for this pulse is: 

AT sin (wT/2) 
F(w)---~-

(wT/2) 

F(w) = Fourier transform 

T = pulse width 

( w) = radian frequency 

A = amplitude in volts 

T 
A 

l(Q 

FIGURE 1-6 Single nonrepetitive pulse. 

f(w) 

- - -
T T T 

FIGURE 1-7 Fourier transform of a single pul~e. 

(1-6) 
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1-4;2 Frequency" Spectra of Nonsinusoidal Wave_s 
If any nonsinusoidal waves, such as square waves, are to be transmitted by a communi
cations system, then it is important to realize that each such wave may be broken down 

. into its component sine waves. The bandwidth required will therefore be considerably 
greater than might have been expected if only the repetition rate of such a wave had 
been taken into account. 

It may be shown that any nonsinusoidal, single-valued repetitive waveform 
consists of sine. waves and/or cosine waves. The frequency of the lowest-frequency, or 
fundamental, sine wave is equal to the repetition rate of the nonsinusOidal waveform, 
and all others are harmonics of the fundamental. There are an infinite number of such 
harmonics. Some non-sine wave recurring at a rate of 200 times per second will consist 
of a 200-Hz fundamental sine wave, and harmonics at 400, 600 and 800 Hz, and so on. 
For some waveforms only the even (or perhaps only the odd) harmonics will be pres
ent. As a general rule, it may be added that the higher the harmonic, the lower its 
energy level, so that in bandwidth calculatio,ns the highest harmonics are often ignored. 

The preceding statement may be verified in any one of three different ways. It 
may be proved mathematically by Fourier analysi( Graphical synthesis may be used. 
In this case adding the appropriate sine-wave cornponents, taken from a formul.a de
rived by Fourier analysis, demonstrates the truth of the statement. An added advantage 
of this method is that it makes it possible for us to see the effect on the overall 
waveform because of the absence of some of the components (for instance, the higher 
harmonics). 

Finally, the· presence of the component sine waves in the correct proportions 
may be demonstrated with a wave analyzer, which is basically a high-gain .tunable 
amplifier with a narrow bandpass, enabling it to tune to each component sine wave and 
measure its amplitude. Some formulas for frequently encountered nonsinusoidal waves 
are now given, and more may be found in handbooks. If the amplitude of the nonsinus
oidal wave is A and its repetition rate is w/2-rrper second, then it may be represented as 
follows: 

Square wave: . 

4A 
e = - (cos wt - V, cos 3wt + Ys cos 5wt - Y,. cos-7wt + ... ) 

Tr 

\ Triangular wave: 

4A · 
e = -

2 
(cos wt + Y• cos 3wl -1- Y2s cos 5wt + ... ) 

. Tr 

Sawtooth wave: 

e = ZA (sin wt - Y, sin 2wt + YJ sin 3wt - Y• sin 4wt + 
Tr 

. ) 

(1-7) 

(1-8) 

(1-9) 

In each case several of the harmonics will be required, in addi_tion to the funda' 
mental frequency, if the wave is to be represented adequately, (i.e., with acceptably 
low distortion). This, of course, will greatly increase the required bandwidth. 
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MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

1. In a comniunications system, noise is most 
likely to affect the signal 
a. at the transmitter 
b. in the channel 
c. in the information source 
d. at the destination 

2. Indicate the false statement. Fourier analy
sis shows that a sawtooth wave conSists of 
a. fundamental . and subharmonic sine 

waves 
b. ·a fundamental sine wave and an infinite 

number of harmonics 
c. fundamental and hannonic sine waves 

whose amplitude decreases with the har
monic number 

d. sinusoidal voltages, some of which are 
'. smalf enough to ignore in practice 

3. Indicate the false statement. Modulation is 
used to 
a. reduce the bandwidth used 
b. separate differing transmissions 
c. ensure that intelligence may be transmit

ted over long distances 
d. allow the use of practicable antennas 

4. Indicate the false statement. From the trans
mitter the signal deterioration because of 
noise is usually 
a. unwanted energy 
b. predictable in character 
c. present in the transmitter 
d. due to any cause 

5. Indicate the true statement. Most receivers 
conform to the 
a. amplitude-modulated group 
b. frequency-modulated group 
c. superhetrodyne group 
d. tuned radio frequency receiver group 

6. Indicate the false statement. The need for 
modulation can best be exemplified by the 
following. · 
a. Antenna lengths will be approximately 

A/4 long . . 
b. An antenna in the standard broadcl!st 

AM band is 16,000 ft 
c. All sound is concentrated from 20 Hz to 

20 kHz 
d. A message is composed of unpredictable 

variations in both amplitude and fre
quency 

7. Indicate the true staiement. The process of 
sending and receiving · started as early as 
a. the middle 1930s · 
b. 1850 
c. the beginning of the twentieth century 
d. the 1840s · 

8. Which of the following steps is not included 
in the process of reception? 
a. decoding 
b. encoding 
c. storage 
d. interpretation 

9. The acoustic channel is used for which of 
the following? 
a. UHF communications 
b. single-sideband communications 
c. television commJnications 
d. person-to-persori voice cOmmunications 

10. Amplitude modulation is the process of 
a. superimposing a low frequency on a 

high frequency 
b. superimposing a high frequency on a 

low frequency 
c. carr;ier interruption 
d. frequency shift and phase shift 
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REVIEW QUESTIONS 
1. The carrier performs certain functions in radio communications. What are they? 

2. Define _noise. Where is it most likely to affect the signal? 

3. What does modulation actually do to a message and carrier?. _ 
4. List the basic functions of a radio transmitter and the corresponding functions of. the 
recl;!iver. 

5. Ignoring the constant relative amplitude component, plot and add the appropriate sine 
waves graphically, in each case using the first four components, so as to synthesize (a) a 
square wave, (b) a sawtooth wave. 



Noise 
Noise is probably the only topic in electronics 
and telecommunications with which every
one must be familiar, no matter what his,,or 
her specialization. Electrical disturbances 
interfere with signals, producing• noise. It is 
ever present and · limits the performance of 
most systems. Measuring it is very conten
tious; almost everybody has a different 
method of. qu'antifying noise and its effects. 

After studying this chapter, you 
should be familiar with the types and sources 
of noise. The methods of calculating the noise 
produced by various sources will be learned, 
and so will be the ways of adding such noise. 
The very important noise quantities, signal
to-noise ratio, noise figure, and noise temper
ature, will have been covered in detail, as will 
methods of measuring noise . 

14 

. OBJECTIVES 
Upon completing the material in Chapter 2, the student will be able to: 

Define the word noise as it applies to this material. -

Name at least six different types of noise. 

Calculate noise levels for a variety of conditions· using the equations in the text. 

Demonstrate an understanding of signal-to-noise (SIN) and the equations involved. 

Work problems involving noise produced by resistance and temperature. 

Noise may be defined, in electrical terms, as any unwanted introduction of energy 
tending to interfere with the proper reception and reproduction of transmitted sighalS. 
Many disturbances of an electrical nature produce noise in receivers, modifying the 
signal in an unwanted manner. In radio receivers, noise may produce hiss in the 
loudspeal<er output. In television ryceive~s "lnow"· or "confetti". (colored sno"'.) b~- , 
comes superimposed on the picture. In pulse communications systems, noise may 
produce unwanted pulses or perhaps cancel out th~ wanted ones. It may cause serious 
mathematical err.ors. Noise can limit the range of systems, for a given transmitted 
power. It affects the sensitivity of receivers, by placing a limit on the weakest'signats 
that can be amplified. It may sometimes even force a reduction irt the bandwidth of a 
system, as will be discussed in Chapter I 6. 

There are numerdu.s ways of classify[ng noise. It may be subdivided according 
to type, source, effect, or relation to the receiver, depending on circumstances. It is 
most convenient here to divide noise into two broad groups: noise whose sourc;es are 
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external to the receiver, and noise created within the receiver itself. External noise is 
difficult to treat quantitatively, and there is often little that can be done about it, short 
of moving the system to another location. Note how radiotelescopes are always located 

. away from industry, whose processes create so much elecµical noise. International 
satellite earth stations are also located in noise-free valleys, where possible. Internal 
noise is both more quantifiable and capable of being reduced by appropriate receiver 
design. -

Because noise has such a limiting effect, and also because it is often possible to 
reduce its effects through intelligent circuit use and design, it is most important for all 
those connected with communications to be well informed about noise and its effects. 

2~ 1 EXTERNAL NOISE 

The various forms of noise created outside the receiver come under the heading of 
external noise and include atmospheric and extraterrestrial noise and industrial noise. 

2-1.1 Atmospheric Noise 
Perhaps the best way to become acquainted with atmospheric noise is to listen to 
shortwaves on a receiver which is not well equipped to receive them. An astonishing 
variety of strange sounds will be heard, all tending to interfere with the program. Most 
of these sounds are the result of spurious radio waves which induce voltages in the 
antenna. The majority of these radio waves come from natural sources of disturbance. 
They represent atmospheric noise, generally called static. 

Static is caused by lightning discharges in thunderstorms and other natural 
electric disturbances occurring in the atmosphere. It originates in the form of ampli
tude~modulated impulses, and because such processes are random in nature, it is 
spread over most of the RF spectrum normally used for broadcasting. Atmospheric 
noise consists of SP,~rious radio signals with components distributed over a wide range 
of frequencies. It is propagated over the earth in the same way as ordinary radio waves 
of the same frequencies, so that at any point on the ground, static will be received from 
all thunderstorms, local and distant. The static is likely to be more severe but less 
frequent if the storm is local. Field strength is inversely proportional to frequency, so 
that this noise will interfere more with the reception of radio than that of television. 
Such noise consists of impulses, and (as shown in Chapter 1) these nonsinusoidal 
waves have harmonics whose amplitude falls off with increase in the 'harmonic. Static 
from distant sources will vary in intensity according to the variations in propagating 
conditions. The usual increase in its level takes place at night, at both 6roadcast and 
shortwave fi:equencies. 

Atmospheric, noise becomes less severe at frequencies above about 30 MHz 
because of two separate factors. First, the higher frequencies are limited to line-of
sight propagation (as will be seen in Chapter 8), i.e., less than 80 kilometers OJ. so. 
Second, the nature of the mechanism generating this noise is such that very little of it 
is created in the VHF range and above. 
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2-1.2 Extraterrestrial Noise 

' 

It is safe to say that there are almost as many types of space noise as there are sources. 
For. convenience, a division into two subgroups will suffice. 

Solar noise The .. ~un radiates so many things our way that we should not be too 
surprised to find that noise is noticeable among them, again there are two types. Under 
normal "quiet" conditions, there is a constant noise radiation from the sun, simply 
because it is a large body at a very high temperature ( over 6000°C on the surface). It 
therefore radiates over a very broad frequency spectrum which includes the frequencies 

·we use for communications. However, the sun is a cons~tly changing star which 
undergoes cycles of peak activity from which electrical disturbances erupt, such as 
corona flares and sunspots, Even though, the additional noise produced comes from a 
limited portion of the sun's surface, it may stiHbe orders of magnitude greater than that 
received during periods of quiet sun. 

The solar cycle disturbances repeat themselves approximately every 11 years. 
In addition, if a line is drawn to join these 11-year peaks, it is·seen that a supercycle is 
in operation, with the peaks reaching an even higher maximum every 100 years or so. 
Finally, these 100-year peaks appear to be increasing in intensity. Since there is a 
correlation between peaks in solar disturbance and growth rings in trees, it has been 
possible to trace them back to the beginning of the eighteenth ceritury. Evidence shows 
that the year 1957 was not only a peak but the highest such peak on record. 

Cosmic noise Since distant stars are also suns and have high temperatures, they 
radiate RF noise.in the same manner as our sun, and what they lack in nearness they 
nearly make up in numbers which in combination can become significant. The noise 
received is called thermal (or black-body) noise and is distributed fairly uniformly over 
the entire sky. We also receive noise from the center of our own galaxy (the Milky 
Way), from other galaxies, and from other virtual point sources such as "quasars" and 
''pulsars.'' This galactic noise is very intense, but it come$ from sources which are 
only points in the sky. Two of the strongest sources, which were also two of the earliest 
discovered, are Cassiopeia A and Cygnus A. Note that it is inadvisable to refer to the 
previous statements as ''noise'' sources when talking with radio astronomers! 

Summary Space noise is observable at frequencies in the range from about 8 MHz to 
somewhat above 1.43 gigahertz (l.43 GHz), the latter frequency corresponding to the 
21-cm hydrogen "line." Apart from man-made noise it is the strongest component 
over the range of about 20 to 120 MHz. Not very much of it below 20 MHz penetrates 
down through the ionosphere, while its eventual disappearance at frequencies in excess 
of 1.5 GHz is probably governed by the mechanisms generating it, and its absorption 
by hydrogen in interstellar space. 

2-1.3 Industrial Noise 
Between the frequencies of I to 600 MHz (in urban, suburban and other industrial 

· areas) the int~nsity of noise made by humans easily outstrips that created by any other 
source, internal or external to the receiver, Under this heading, sources such as auto-
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mobile and aircraft ignition, electric motors and switching equipment, leakage from 
high-voltage lines and a multitude of other heavy electric machines are all included. 
Fluorescent lights are another powerful source of such noise and therefore should not 
be used where sensitive receiver reception or testing is being conducted. The noise is 
produced by the arc discharge present in all these operations, and under these circum
stances it is not surprising that this noise should be most intense in industrial and 
densely populated areas. (Under certain conditions, industrial noise due to spark dis
charge may even span oceans, as demonstrated by Marconi in 1901- at St. John's, 
Newfoundland.) · 

The nature of industrial noise is so variable that it is difficult to analyze it on 
any basis other than the statistical. It does, however, obey the general-principle that 
received noise increases as the receiver bandwidth is increased (Section 2-2.1). 

INTERNAL NOISE 

Under the heading of internal noise, we discuss noise created by any of the active or 
passive devices found in receivers. Such noise is generally random, impossible to treat 
on an individual voltage basis, but easy to observe and describe statistically. Because 
the noise is randomly distributed over the entire radio spectrum there is, on the aver
age, as much of it at one frequency as at any other. Random noise power is propor
tional to the bandwidth over which it is measured. 

2-2.1 Thermal-Agitation Noise / 
The noise generated in a resistance or the resistive component is random and is referred 
to as thermal, agitation, white or Johnson noise. It is- due to the rapid and-. random 
motion of the molecules (atoms and electrons) inside the component itself. 

In thermodynamics, kinetic theory shows that thy1emperature of a particle is a 
way of expressing its internal kinetic energy. Thus the "temperature" of a body is the 
statistical root mean square (rms) value of the velocity of motion of the particles in the 
body. As the theory states, the kinetic energy of these particles becomes approximately 
zero (i.e., their motion ceases) at the temperature of absolute zero, which is OK 
(kelvins, formerly called degrees Kelvin) and very nearly equals -273°C. It becomes 
apparent that the noise generated by a resistor is proportional to its absolute tempera
ture, in addition to being proportional to the bandwidth over which the noise is to be 
measured. Therefore 

Pn cc T 8f = kT 8f 

where k = Boltzmann's constant = 1.38 x 10-23 J(joules)/K the appropriate 
proportionality constant .in this case 

T = absolute temperature, K = 273 + °C 

8J= bandwidth of interest 

Pn =:= maximum noise power outp1:1t of a resistor 

cc = varies directly 

(2-1) 
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If an ordinary resistor at the standard temperature of l 7°C (290 K) is .not con' 
nected to any voltage source, it might at first be thought that there is no voltage to be 
measured across it. That is correct if the measuring instrument is a direct current (de) 
voltmeter, but it is incorrect if a Very sensitive electronic voltmeter is used. The resistor 
is a noise generator, and there may even be quite a large voltage across it. Since it is 
random and therefore has a finite rrns value but no de component, only the alternating 
current (ac) meter will register a reading. This noise voltage is caused by the random 
movement of electrons within the resistor, which constitutes a_current. It is true that as · 
many electrons arrive at one end of the resistor as at the other over any long period of 
time. At any instant of time, there are bound to be more electrons arriving at one 
particular end than at the other beca_use their movement is random. The rate of arrival 
of electrons at either end of the resistor therefore varies randomly, and so does the 
potential difference between the two ends. A random voltage across the resistor defi
nitely exists and may be both measured and calculated. 

It must be realized that all formulas referring to random noise are applicable 
only to the rms value of such noise, not to its instantaneous value, which is quite 
unpredictable. So far as peak noise voltages are concerned, all that may be stated is that 
they are unlikely to have values in excess of 10 times the rrns value. 

Using Equation (2-1), the equivalent circuit of a resistor as a noise generator 
may be drawn as in Figure 2-1, and from this the resistor's equivalent noise voltage Vn 
may be calculated. Assume that RL is noiseless and is receiving the maximum noise 
power generated by R; under these conditions of maximum power transfer, RL must be 
equal to R. Then 

V2 V2 (Vn/2)2 VJ 
p = - = - = -'-''---'-

n RL R R 4R 
V;= 4RPn = 4RkT8f 

and 

V" = Y4kT 8JR (2-2) 

It is seen from Equation (2-2) that the square of therms noise voltage associ
ated with a resistor is proportional to the absolute temperature of the resistor, the value 
of its resistance, and the bandwidth over which the noise is measured. Note especially 
that the generated noise voltage is quite independent of the frequency at which it is 
measured. This stems from the fact that it is random and therefore evenly distributed 
over the frequency spectrum. 

R 
V 

V -n 

' 
FIGURE 2-1 Resistance noise generator. 
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v •. = V~4k~T~!l~!f-~i , ,f,;i0::'::: ,i; 

= V4 ~ L38 x 10:-23.x <21.,1->2,3rx. (20.- 18) .x,~0"."~':1114:· 
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As we C"." see from this example, it ~ould be futile ·19 expect this amplifier to handle • 
signals uniel.s they were considerably larger than 18.2 µV .. A )ow voltage fed to .this. 

• amplifier wotild be inask.e.d by tlte ·noise. and• lost, . .. . : :1; 

2-2.2 Shot Noise 
Thermal agitation is by no means the only source of noise in receivers. The most 
important of all the other sources is the shot effect, which leads to shot noise in all 
amplifying devices and virtually all active devices. It is caused by random variations in 
the arrival of electrons (or holes) at the output electrode of an amplifying device and 
appears as a randomly varying noise current superimposed on the output. When ampli
fied, it is supposed to sound as though a shower of lead shot were falling on a metal 
sheet. Hence the name shot noise. 

Although the average output current of a device is governed by the various bias 
voltages, at any instant of time there may be more or fewer electrons arriving at the 
output electrode. In bipolar transistors, this is mainly a result of the random drift of the 
discrete current carriers across the junctions. The paths taken are random and therefore 
unequal. so that although the average collector current is constant, minute variations 
nevertheless occur. Shot noise behaves in a similar manner to thermal agitation noise, 
apart from the fact that it has a different source. 

Many variables are involved in the generation of this noise in the various 
amplifying devices, and so it is customary to use approximate equations for it. In 
addition, shot-noise current is a little difficult to add to thermal-noise voltage in calcu
lations, so that for all devices with the exception of the diode, shot-noise formulas used 
are generally simplified. For a diode, the formula is exactly 

in =, V2eip Sf (2-3) 

where in ~ rms shot-noise current 

e = charge of an electron= 1.6 i 10- 1•c 
iP = direct diode current 
Sf= bandwidth. of system 

Note: It may be shown that, for a vacuum tube diode, Equation (2.-3) applies only 
under so-called temperature-limited conditions, under which the "virtual cathode" has 
not been formed. 

In all other instances not only is the formula simplified but it is not even a 
formula for sho.t-noise current. The most convenient method of dealing with shot.noise 
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is to find the value or formula for an equivalent input-noise resistor. This precedes the 
device, which is now assumed to be noiseless, arid has a value such that the same 
amount of noise is present at the output of the equivalent system as in the practical 
ampiifier. The noise current has been replaced by a resistance so that it is now easier to 
add shot noise to thermal noise. It has also been referred to the input of the amplifier, 
which iS a much more convenient place, as will be seen. 

The value of the equivalent shot-noise resistance Req of a device is generally 
quoted in the manufacturer's specifications. Approximate formulas for eqiiivalent shot
noise resistances are'also available. They all show that such noise is inversely propor
tional to transconductance and also directly proportional to output current. So far as the 
use of Req is concerned, the important thing to realize is that it is a completely fictitious 
resistance, whose sole function is to simplify calculations involving shot noise. For 
noise only, this resistance is treated as though it were an ordinary noise-creating resis
tor, at the same temperature as all the other resistors, and located in series with the 
input electrode of the device. 

2-2.3 Transit-Time Noise 
If the time taken by an electron to travel from the emitter to the collector of a transistor 
becomes significant to the period of the signal being amplified, i.e., at frequencies in 
the upper VHF range and beyond, the so-called transit-time effect takes place, and the 
noise input admittance of the transistor increases. The minute currents induced in the 
input of the device by random fluctuations in the output current become of great 
importance at such frequencies and create random noise (frequency distortion). 

Once this high-frequency noise makes its presence felt,_ it goes on increasing 
with frequency at a rate that soon approaches 6 decibels (6 dB) per octave, and this 
random noise then quickly predominates over the other forms. The result of all this is 
that it is preferable to measure noise at such high frequencies, instead of trying to 
calculate an input equivalent noise resistance for it. Radio frequency (RF) transistors 
are remarkably low-noise. A noise figure (see Section 2-4) as low as l dB is possible 
with transistor amplifiers well into the UHF range. 

2-2.4 Miscellaneous Noise 

Flicker At low audio frequencies, a poorly understood form of noise called flicker or 
modulation noise is found in transistors. It is proportional to emitter current and junc
tion temperature, but since it is inversely proportional to frequency, it may be com
pletely ignored above about 500 Hz. It is no longer very serious. 

Resistance Thermal noise, sometimes called resistance noise, it also present in tran
sistors. It is due to the base, emitter; and collector .internal resistances, and in most 
circumstances the base resistance makes the largest contribution. 

From above,500 Hz up to aboutfab/5, transistor noise remains relatively con
stant; so that an equivalent input resistance for shot and thermal noise may be freely 
used. 



NOISE 21 

Noise in mixers Mixers (nonlinear amplifying circuits) are much noisier than amplifi
ers using identical devices, except at microwave frequencies, where the situation i§ 
rather complex. This high value of noise in mixers is caused by two separate effects. 
First, conversion transconductance of mixers is much lower than the transconductance 
of amplifiers. Second, if image frequency rejection is inadequate, as often happens at 
shortwave frequencies, noise associated with the image frequency will also be ac
cepted. 

2~ 3 NOISE CALCULATIONS 

2-3.1 Addition of Noise due to Several Sources 
Let's assume there are two sources of thermal agitation noise generators in series: 
v. 1 = V 4kT /5f R I and v.2 = V 4kT /5f R2 • The sum of two such rms voltages in 
series is given by the square root of the sum of their squares, _so that we have 

Vn.,o, = \/v;, + V,;2 = V 4kT /5f RI + 4kT /5f R2 

= V4kT /5f (R, + R2) = V4kT /5JR,0 , (2-4) 

where 

R,0 ,=R, +R2+··· (2-5) 

It is seen from the previous equations that in order to find the total noise voltage 
caused by several sources of thermal noise in series, the resistances are added and the 
noise voltage is calculated using this total resistance. The same procedure applies if 
one of those resistances is an equivalent input-noise resistance. 

··;'•·,-»-:-7·-·· ······ --,-·,7 ·,--···'"'' --- - --·, - -n-.-~,:HT:_""'7'>'\~~7c1'Wj?~S{:~Y_?(·).''.;~----:,_;;'c>,'-''. 

• E~J:;E 2,.2 Calculate the i,oise voJ(age .~ the injl\!tj>~a\,t;il~~~~;IW amj>lifier, . 
, ;~mi;,~ 1Fvice. that h'\" a _290,-phm, (200:-9) ~uiyal~nt,n.\l)~. ~~.~~ aiid. ~ 300-fl 
,; 111p~~!r"'~«/f ·\'fllf ~d:!'l'{d.th of.theamplifier,\s~ ~,,~:~f ~~

1
~J7'C, · .. • 

; SO:mJTioN-·. - .v ,-}~) t;~si,~:{:_?;.~- ~:-'.-,(< -

:_ V,not~=-V4kT·8/ Rtof ,, . ·. · _ ~. _ _:"· :.:: ~---:~_(:;· \,
4

-~ 

· · .= \14 x us x-10-".xn1+213) x6 x 10~·><1390',+:~>si,; 
..• ,=V4?((.38X2'.9X6X5X 10"13 ;=)"48X'I0':-12: >'. 

: :~'.~::: __ ~~~~~~ii~~:~~~~;~:~;f ~~:~fit(:·::~.--- .:.;~~;~~;~~~:::.:::}~:-~.I:.-.-:i;.;,;,_j; __ ; ~.:· ... -'·:-: :·.:,. . ' 
To calculate the noise voltage due to several resistors in parallel, fiml the total 

resistance by standard methods, and then substitute this resistance into Equation (2-4) 
as before: This means that the total ndise voltage is less than that due to any of the 
individual resistors, but, as shown in Equation (2-1), the noise power remains con
stant. 

2-3.2 Addition of Noise due to Several Amplifiers in Cascade 
The situation that occurs in receivers is illustrated in Figure 2-2. It shows a number of 
amplifying stages in cascade, each having a resistance at its input and qutput. The first 

"I 
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Amplifier 
gain =A 1 

Amplifier 
gain =A 2 

R3 

FIGURE 2-2 Noise ,of several amplifying stages in cascade. 

such stage is very often an RF amplifier, while the second is a mixer .. The problem is 
to find their combined effect on the receiver noise. 

It may appear logical to combine all the noise resistances at the input, calculate 
their noise voltage, multiply it by the gain of the first stage and add this voltage to the 
one generated at the input of the second stage. The process might then be continued, 
and the noise voltage at the output, due to all the intervening noise sources, would be 
found. Admittedly, there is nothing wrong with such a procedure. The result is useless 
because the argument assumed that it is important to find the total output noise voltage, 
whereas the important thing is to find the equivalent input noise voltage. It is even 
better to go one step further and find an equivalent resistance for such an input voltage, 
i.e., the equivalent noise resistance for the whole receiver. This is the resistance that 
will produce the same random noise at the output of the receiver as does the actual 

I ' • 
receiver, so that we have succeeded in replacing an actual receiver amplifier by an 
ideal noiseless one with an equivalent noise resistance R,q located across its input. This 
greatly simplifies subsequent calculations, gives a good figure for comparison with 
other receivers, and permits a quick calculation of the'lowest input signal which this 
receiver may amplify without drowning it with noise. · 

Consider the two'stage amplifier of Figure 2-2. The gain of the first stage is Ai, 
and that ofthe second is A2 . The first stage has a·total input-noise resistance R1, the 
second R, and the output resistance is R3• Therms noise voltage at the output due to 
~~ . . 

Vn3 = V 4kT f!f R3 

The same noise voltage would be present at the output if there were no R3 there. 
Instead R3 was present at the input of stage 2, such that 

V4kT f!J R, = V4kT f!f R, 
Az . 

where R3 is the resistance which if placed at the input of the second stage would 
produce the same noise voltage at the output as does R3 • Therefore 

' R, 
R, = A~ 

(2-6) 

Equation (2-6) shows that when a noise resistance is "transferred" from the 
output of a stage to its input, it must be divided by the square of the voltage gain of the 
stage.· Now the noise resistance actually present at the input of the second stage is Ri, .. 
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so that the equivalent noise resistance at the input of the second stage, doe to the 
second stage and the output resistance, is 

, , R3 
R =R2+R,=R2+-

eq A~ 

Similarly, a resistor R2 may be placed at the input of the first stage to replace 
R~q, both naturally producing the same noise voltage at the oujput. Using Equation 
(2-6) and its conclusion, we have 

R' _ R~9 _ R2 + R,IA~ 
2 - Aj - AT 

The noise resistance actually present at the input of the first stage is R1, so.that 
the equivalent noise resistance of the whole cascaded amplifier, at the inpufof the first 
stage, will be 

Req=R1+R2 

R2 R, 
=R,+,+21 

A, A, A2 
(2-7) 

It is possible to extend Equation (2-7) by induction to apply to an ,n-stage 
cascaded amplifier, but this is not normally necessary. As Example 2-3 will show, the 
noise resistance loca\ed at the input of the first stage is by far the greatest contributor to 
the total noise, and only in broadband, i.e., low-gain amplifiers is it necessary to 
consider a resistor past the output of the second stage. 
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2-3.3 Noise in Reactive Circuits 
If a resistance is followed. by a tuned circuit which is theoretically noiseless, then the 
presence of the tuned circuit does not affect the noise generated by the resistance at the 
resonant frequency. To either side of resonance the presence of the tuned circuit affects 
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L C 

\ 
-jxc·v 

(a) Actual circuit 

(b) Noise equivalent circuit 

FIGURE 2-3 Noisejn a tuned circuit. 

Vo 

noise in just the same way as any other voltage, so that the tuned circuit limits the 
bandwidth of the noise source by not passing noise outside its own bandpass. The more 
interesting case is a tuned circuit which is not ideal, i.e., one in which the inductance 
has a resistive component, which naturally generates noise. 

In the preceding sections dealing with noise calculations, an input (noise) re
sistance has been used. It must be stressed here that this need not necessarily be an 
actual resistor. If all the resistors shown in Figure 2-2 had been tuned circuits with 
equivalent parallel resistances equal to R1, R2 , and R3 , respectively, the results ob
tained would have been identical. Consider Figure 2-3, which shows a parallel-tuned 
circuit. The series resistance of the coil, which is the noise source here, is shown as a 
resistor in series with a noise generator and with the coil. It is required to determine the 
noise voltage across the capacitor, i.e., at the input to the amplifier. This will allow us 
to calculate the resistance which may be said to be generating the noise. 

The noise current in the circuit will be 

. v. 
l =
n Z 

where Z = R, + j (XL - Xe). Thus in = v.lR, at resonance. 
The magnitude of the voltage appearing across the capacitor, due to v., will be 

. VnXc VnQRs 
v = ,.Xe = -R- = -R-.- = Qv. 

' ' 
(2-8) 

since Xe = QRs at resonance. 
Equation (2-8) should serve as a further reminder that Q is called the magnifica

tion,factor! Continuing, we have 

v1 = Q2v~ = Q24kT 6f R, = 4kT 6f (Q2R,) = 4kT.6f Rp 

V = \i4kT 6f RP (2-9) 

where vis the,noise voltage across a tuned circuit due to its internal resistance, and Rp 
is the equivalent parallel impedance of the tuned circuit at resonance. 
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Equation (2-9) shows that the equivalent parallel impedance of a tuned circuit is 
its equivalent resistance for noise (as well as for other purposes). 

NOISE FIGURE 

2-4.1 Signal-to-Noise Ratio 
· The calculation of the equivalent noise resistance of an amplifier, receiver or device 

may have one of two purposes or sometimes both. The first purpose is comparison of 
two kinds of equipment in evaluating their performance. The second is comparison of 
noise and signal at the same point to ensure that the noise is not excessive. In the 
second instance, and also when equivalent noise resistance is difficult to obtain, th~ 
signal-to-noise ratio SIN. is very often used. It is defined as the ratio of signal power to 
noise power at the same point. Therefore 

S = signal power 

N = noise power 
(2-10) 

Equation (2-10) is a simplification that applies whenever the resistance across 
· which the noise is developed is the same as the resistance across· which signal is 
developed, and this is almost invariable. An effort is naturally made to keep the signal
to-noise ratio as high as practicable u!lder a given set of conditions. 

2-4.2 Definition of Noise Figure 
For comparison of receivers or amplifiers working at different impedance levels the use 
of the equivalent noise resistance is misleading. For example, it is hard to determine at 
a glance whether a receiver with an input impedance of 50 n and R.., = 90 n is better, 
from the point of view of noise, than another receiver whose input impedance is 300 0 
and R,g = 400 n. As a matter of fact, the second receiver is the better one, as will be 
seen. Instead of equivalent noise resistance, a quantity known as noise figure, some
times called noisefactor, is defined and used. The noise figure Fis defined as the ratio 
of the signal-to-noise power supplied to the input terminals of a receiver or amplifier to 
the signal-to-noise power supplied to the output or lo~d resistor. Thus 

F = input SIN (2-ll) 
output SIN 

It can be seen immediately that a practical receiver will generate some noise, 
and the SIN will deteriorate as one moves toward the output. Consequently, in a 
practical receiver, the output SIN will be.-lower than the input value, and so the noise 
figure will exceed 1. However, the noise figure will be I for an ideal receiver, which 
introduces no noise of 'it$ own. Hence, we have the. alternative definition of noise 
figure; which states that Fis equal to the SIN of an ideal system divided by the SIN at 
the output of the receiver or amplifier under test, both working at the same temperature 
over the same bandwidth and fed from the same source. In addition, both must be 
linear. The noise figure may be expressed as an actual ratio or in decibels. The noise 
figure of practical receivers can be kept to below a couple of decibels up to frequencies 
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Gener.ator-----,,_ ,,----Amplifier 
(antenna) ""----'---,_,+:-:::;------'--;::=1--<, (receiver) 

Voltage 
R, gain =A RL Vo 

FIGURE 2-4 Block diagram for noise figure calculation. 

in the lower gigahertz range by a suitable choice of the first transistor, combined with 
proper circuit design and low-noise resistors. At frequencies higher than that, equally 
low-noise figures may be achieved (lower, in fact) by devices which use the transit
time effect or are relatively independent of it. This will be shown in Chapter 12. 

2-4.3 Calculation of Noise Figure 
Noise figure may be calculated for an amplifier or receiver in the same way by treating 
either as a whole. Each is treated as a four-terminal network having an input impedance 
R,, an output impedance RL, and an overall voltage gain A. It is fed from a source 
(antenna) of internal impedance Ra, which may or may not be equal to R, as the 
circumstances warrant. A block diagram of such a four-terminal network (with the 
source feeding it) is shown in Figure 2-4, 

The calculation procedure may be broken down into a number,of general steps. 
Each is now shown, followed by the number of the corresponding equation(s) to 
follow: 

1. Determine·the signal input power P,; (2-12, 2-13). 
2. Determine the noise input power Pn; (2-14, 2-15). 
3. Calculate the input signal-to-noise ratio SIN; from the ratio of P,; and P., (2-16). 
4. Determine the signal output power P,. (2-17). 
5. Write P.0 for the noise output power to be determined later (2-18). 
6. Calculate the output signal-to-noise ratio SIN0 from the ratio of P,0 and Pno (2-19). 
7. Calculate the generalized form of noise figure from steps 3 and 6 (2-20). 
8. Calculate Pno from R,q if possible (2-21, 2-22), and substitute into the general 

equation for F to obtain the actual formula (2-23, 2-24), or determine Pno from 
measurement (2-3, 2-25, 2-26), and substitute to obtain the formula for F (2-27, 
2-28, 2-29). 

It is seen from Figure 2-4 that the signal input voltage and power will be 

V _ = _V~,R~, _ 
s, Ra +R1 

(2-12) 

. V}; ( V,R, ) 2 1 V;R, 
V,, = R, = 'JI.. + R, R, = (R

0 
+ R,)2 

(2-13) 

'. 



Similarly, the noise input voltage and power will be 

v'.2· = 4kTf,f R.R, 
m Ra+ Rr 

p . = VJ; = 4kT 8f RaR, 4kT 8J Ra 
m T, Ra + R, R, Ra + R, 

s 
N; 

The input signal-to-noise ratio will be 

= V}R, -;- 4kT 8J Ra = V}R, 

(Ra+ R,)2 Ra+ R, 4kTof Ra<Ra + R,) 

The output signal power will be 

V,';, (AV,;) 2 

· Pso=-=---
RL RL 

( 
AV,R, ) 2 1 · A2V,2R? 

= Ra + R, RL = (Ra + R,)2RL 
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(2-14) 

(2-15) 

(2-16) 

(2-17) 

The noise output power may be difficult to calculate. For the time being, it may 
simply be written as 

, Pn0 · = noise output power (2-18) 

The output signal-to-noise ratio will be 

S P'° A2VfRr 
-=-= 
No Pno (Ra+ R,)2RLPno 

(2-19) 

Finally, the general expression for the noise figure is 

F = SIN; = V,'R, 
S!No 4kT 8J Ra(Ra + R,) 

RlPno(R. + R,) 

4kT 8f A2RaR, 
(2-20) 

Note that Equation (2-20) is an intermediate result only. An actual formula for 
F may now be obtained by substitution for the output noise power, or from a knowl
edge of. the equivalent noise resistance, or from measurement. 

2-4.4 Noise Figure from Equivaleut Noise Resistance 
As derived in Equation (2-7), the'.equivalent noise resistance of an amplifier or receiver 
is the sum of the input terminating resistance and the equivalent noise resistance of the 
first stage, together with the noise resistances of the previous stages referred to the 
input. Putting it another way, we see that all these resistances are added io R,. giving a 
lumped resistance which is then said to concentrate all ,the "noise making" of the 
receiver. The rest of it is now assumed to be noiseless. All this applies here, with the 
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minor exception that these noise resistances must now be added to the parallel combi
nation of Ra andR,. In order to correlate noise figure and equivalent noise resistance. it 
is convenient to define R~q, which is a noise resistance that does not incorporate R1 and 
which is given by 

The total equivalent noise resistance for this receiver will now be 

R = R' + RaR, 
eq Ra+ R, 

(2-7) 

(2-21) 

The equivalent noise voltage generated at the input of the receiver will be 

Vn; = Y4kT 8JR 

Since the amplifier has an overall voltage gain A and may now be treated as 
though it were noiseless, the noise output wi!Lbe· 

(2-22) 

\V\ien Equation (2-22) is substituted into the general Equation (2-20), the result 
is an expre\sion for the noise figure in terms of the equivalent noise resistance, namely, 

\ 
RL(R~ + R,) RL(Ra + R,) A14kT 8f R 

F = 1 Pna = 0 1 . · 4kT 8f A R0 R1 4kT uf A RaR, RL 

(2-23) 

It can be seen from Equation (2-23) that if the noise is to.be a minimum for any 
given value of the antenna resistance Rm the ratio (Ra + R,)IR, must also be a mini
mum, so that R, must be much larger than Ra. This is a situation exploited very often in 
practice, and it may now be applied to Equation (2-23). Under these mismatched 
conditions, (Ra+ R,)IR, approaches unity, and the formula for the noise figure re
duces to 

R' 
F=l+= 

Ra 
(2-24) 

This is·a most important relationship, but it must be remembered that it applies 
under mismatched conditions only. Under matched conditions (R, = 1<0 ) or when the 
mismatch is not severe, Equation (2-23) m~st be used instead. · 
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Note that if an "equivalent noise resistance" is given without any other com-'. 
ment in connection with n_oise figure calculations, it may be assumed to be R~q. 

2-4.5 Noise Figure from Measurement 
The preceding section showed how the noise figure may be computed if the equivalent 
noise resistanc~is.easy to calculate. When this is not practicable, as under transit-time 
i:oriilitions, it is possible to make· measurements that !~ad to the determination of the 
noise figure. A simple method, using the diode noise generator, is often employed. It 
is shown in Figure 2-5 in circuit-block form. 

Equation (2-3) gave the formula for the exact plate noise current of a vacuum
tube diode, and this can now be used. As shown, the anode current is controlled by 
means of the pbtentiometer which varies filament voltage, and that is how shot-noise 
current is adjusted. 

The output capacitance of the diode and its associated circuit is resonated at the 
· operating frequency of the receiver by means of the variable inductance, so that it may 
be ig11ored. The output impedance of the noise generator will now simply be R

0
• The 

noise voltage supplied to the input of the receiver by the diode will be given by 

. . RaR, = RaR,~ 
v. = ,.Zn = ,. R . R (2-25) 

a+ r Ra+ R, 

. Diode noise generator · .,,....-Amplifier (receiver) 
,------, under test 

Voltage 
gain=A 

Off 
R, 

0 

On 

FIGURE 2~5 Noise figure measurement. 
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The noise generator is connected to the receiver (or amplifier) under test, and 
' the noise output power of the recefver is measured with zero diode plate current, i.e., 

with the diode plate voltage supply switched off. The diode plate voJ.tage supply is now 
switched on, and the filament potentiometer is adjusted so that diode plate current 
begins to flow. It is further adjusted until the noise power developed in R L is twice as 
large as the noise power in the absence of diode plate current. The plate current at 
which this happens, ip, is measured with the milliammeter and noted. The additional 
noise power output is now equal to the normal noise power output, so that the latter can 
be expressed in terms of the diode plate current. We now have 

V./ (Av.)2 A2R~Rf2vip of 
Pao = -- = -- = (2-26) 

RL RL RL(R0 + R,)2 

As already outlined, Equation (2-26) may be substituted into Equation (2-20). 
This yields 

F = RL(Ro + R,)Pao = _R_,cLoc(R-'a'---+--'R"',"-)- A2R~Rl2vip of 
A24kT of R0 R, A24kT of R0 R, RL(R0 + R,)2 

vipRaR, 

2kT(R 0 + R,) 
(2-27) 

I 

If it is assumed once again that the system is mismatched and R, al> R
0

, Equa
tion (2-27) is simplified to 

(2-28) 

If the above procedure is repeated right from the beginning for a system under 
matched conditions, it may then be proved that Equation (2-28) applies exactly to such 
a system instead of being merely a good approximation, as it is here. Such a result 
emphasizes the value of the noise diode measurement. 

· As a final simplification, we substitute into Equation (2-28) the values of the 
various constants it contains. These include the standard temperature at which such 
measurements are made, which is l 7°C or 290 K. This gives a formula which is very 
often quoted: 

R0 vip (Raip) (1.6 X 10- 1•) 
F=--

2kT 2 X 290 X 1.38 X 10-z3 

= (R0 ip) (2 X 10) 

= 20 R0 ip (2-29) 

where R0 is measured in ohms and iP in amperes. 

2~5 NOISE TEMPERATURE 

The concept of' noise figure, although frequently used, is not always the most conve
nient measure 'of noise, particularly in dealing with UHF and microwave low-noise 
antennas, receivers or devices. Controversy exists regarding which ~s the better a-U- . 
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ilrourid measurement, but noise temperature, derived from early work in radio astron
omy, is employed extensively for antennas and low-noise microwave amplifiers. Not 
the least reason for its use is convenience, in that it is an additive like noise power. This 
may be seen from reexamining Equation (2-1), as follows: 

Pt= kT 8/ 

=P, + P2 = kT, 8/+ kT2 8/ 

kT, 8/ = kT, 8/ + kT2 8/ 

T, = T, + T2 

where P 1 and P2 = two individu_al noise powers (e.g., received by the 
antenna antl generated by the antenna, respectively) 
and P, is their sum 

T, and T2 = the individual noise temperatures 

T, = the "total" noise temperature 

(2-30) 

Another advantage of the use of noise temperature for low noise levels is that it 
shows a greater variation for any given noise-level change than does the noise figure, 
so changes are easier to grasp in their true perspective. 

It will be recalled that the equivalent noise resistance introduced in Section 2-3 
is quite fictitious, but it is often employed b~ca\}se of its convenience. Similarly, Teq, 

the equivalent noise temperature, may also be utilized if it proves convenient. In 
defining the equivalent noise temperature of a receiver or amplifier, it is assumed that 
R;q = R.- If this is to lead to the correct value of noise output power, then obviously 
R;q must be at a temperature other than the standard one at which all the components 
(including Ra) are assumed to be. It is then possible to use Equation (2-24) to equate / 
noise figure and equivalent noise temperature, as follows: 

R' 
F=l+--!9_=1+ 

Ra 

= I + Teq 
To 

kTeq Sf R:S. 

kTo Bf Ra 

where R;q = Ra, as postulated in the definition of T,q 

To= 17°C = 290 K 

(2-31) 

-- Teq = equivalent noise temperature of the amplifier or receiver whose noise 
figure is F_ 

Note \hat F hefe is a ratio and is not expressed in decibels. Also, Teq may be 
influenced by (but is certainly not equal to) the actual ambient temperature of the 
receiver or amplifier. It must be repeated that the equivalent noise temperature is just a 
convenient fiction. If all the noise of the receiver were generated by Ra, its temperature 
would have to be T,q· Finally-we have, from Equation (2-31), 

ToF =To+ Teq 

T,q = To(F - I) (2-32) 
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Once noise figure is known, equivalent noise temperature may be calculated 
from Equation (2-32), or a nomograph may be constructed if use is frequent enough to 
justify it. Graphs of noise temperature. of various sources versus frequency and sky 
temperature versus frequency are also available. 

EXAMPLE 2-5 A receiver connected to an antell!la who~ n:$is~;;;;~}J~~;~ 
equi~alent ?Oise resis,tance of 30 fi. Calculate the receiver's ~oise'.~~--in····-~--~-::,~ 
and its equivalent n01se temperature. • - . . · · >,'l•,:\'il•.,•.;'.l£,!;', ,t\li~ 

~.:;; ~ :. ; .-,:;_·:::: ... · . ' :{11!1 
T oq = To (F - 1) = 290 (1.6 -:- 1) = 290 ><:,0.6 • ' : 

= 174K 
y_,_,_ 

MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

1. One of the following types of noise . be
comes of great importance at high frequen
cies. It is the· 
a. shot noise 
b. random noise 
c.· impulse noise 
d. transit-time noise 

2. Indicate the false statement. 
a. HF mixers are generally noisier than HF 

amplifiers. 
b. Impuise noise voltage is independent of 

bandwidth. 
c. Thermal noise is.independent of the fre

quency at which it is measured. 
d. Industrial noise is usually of the impulse 

type. 
3. The value of a resistor creating thermal 

noise is doubled. The noise power gener
ated is therefore 
a. halved 

b. quadrupled 
c. doubled 
d. unchanged 

4. One of the following is not a useful quantity 
for comparing the noise performance of re
ceivers: 
a. Input noise voltage 
b. Equivalent noise resistance 
c. Noise temperature 
d. Noise figure . 

5. Indicate the_Qoise whose source is in a cate
gory different from that of the other three. 
a. Solar noise 
b. Cosmic noise 
c. Atmospheric noise 
d. Galactic noise 

6 . . Indicate the falsr statement. The square of 
the thermal noise voltage generated by a 
resistor is proportional ·to 
a. jts resistance 
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b. its temperature 
c. Boltzmann's constant 
d. the bandwidth over which it is measured 

7. Which two broad classifications of noise are 
the most difficult to treat? 
a. noise generated in the receiver 
b. noise generated in the transmitter 
c. externally generated noise 
d. internally generated noise 

8. Space noise generally covers a wide fre
quency spectrum, but the strongest interfer
ence occurs 
a. between 8 mHz and 1.43 gHz 
b. below 20 MHz 
c. between 20 to 120 MHz 
d. above 1.5 GHz 

9. When dealing with random noise .calcula
tions it must be remembered that 
a. all calculations are based on peak to 

peak values. 
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b. calculations are based on peak values. 
c. calculations are based on average val

ues. 
d, calculations are based on RMS values. 

10. Which of the following is the most reliable 
measurement for comparing amplifier noise 
characteristics? 
a. signal-to-noise ratio 
b. noise factor 
c. shot noise 
d. thermal agitation noise 

11. Which of the following statements is true? 
a. Random noise power is inversely pro

portional to bandwidth. 
b. Flicker. is sometimes called demodula

tion noise. 
c. Noise in mixers is caused by inadequate 

image frequency rejection. 
d. A random volt3g6 acfoss a reSistance 

· cannot be calculated. · 

REVIEW PROBLEMS 
1. An amplifier operating over the frequency range of 455 to 460 kHz has a 200-kD, input 
resistor. What is therms noise voltage at the input to this amplifier if the ambient tempera-
ture is l 7°C? ' 

2. The noise output of a resistor is amplified by a noiseless amplifier having a gain of 60 
and a bandwidth of 20 kHz. A meter connected to the output of the amplifier reads 
1 mV rms. (a) The bandwidth of the amplifier is reduced to 5 kHz, its gain remaining 
constant. What does. the meter read now? (b) If the resistor is operated at 80°C, what is 
its resistance? 
3. A parallel-tuned circuit, having a Q of 20, is resonated to 200 MHz with a 10-
picafarad (10-pF) capacitor. If this circuit is maintained at l 7°C, what noise voltage will a 
wideband voltmeter measure when placed across it? 

4. The front end of a television receiver, having a bandwidth of 7 MHz and operating at 
a temperature of 27°C, consists of an amplifier having a gain of 15 followed by a mixer 
whose gain is 20. The amplifier has a 300-D, input resistor and a shot-noise equivalent 
resistance of 500 D,; for the converter, these values are 2.2 and 13.5 k!l, respectively, 
and the mixer load resistance is 470 k!l. Calculate R,q for this television receiver. 

5 ... Calculate the minimum signal voltage that the receiver of Problem 2-4 can handle for 
good reception, given that the input signal-to-noise ratio must be not less than 300/1. 
6. The RF amplifier of a receiver has an input resistance of 1000 D,, and equivalent 
shot-noise resistance of 2000 0, a gain of 25, and a load resistance of 125 k!l. Given that 
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the bandwidth is 1.0 MHz and the temperature is 20°C, calculate the equivalent noise 
voltage at the input to this RF amplifier. If this receiver is connected to an antenna with an 
impedance of 75 !1, calculate tre noise figure. 

REVIEW QUESTIONS 
1. List, separately, the various sources of random noise and impulse noise external to a 
receiver. How can some of them be avoided or minimized? What is the strongest source of 
extraterrestrial noise? 
2. Discuss the types, causes and effects of the various forms of noise which may be 
created within a receiver or an amplifier. 

3. Describe briefly the forms of noise to which a transistor is prone. 

4. Define signal-to-noise ratio and noise figure of a receiver. When might the latter be a 
more suitable piece of information than the equivalent noise resistance? 

5, A receiver has an overall gain A, an output resistance R,, a bandwidth 6f, and an 
absolute1operating temperature T. If the receiver's input resistance is equal to the antenna 
resistance R0 , derive a formula for the noise figure of this receiver. One of the terms of 
this formula will be the noise output power. Describe briefly how this can be measured 
using the diode generator. 



Amplitude Modulation 
The definition and meaning of modulation in 
general, as well as the need for modulation, 
were introduced in Chapter 1. This chapter 
deals -with amplitude modulation in detail 
and is subdivided into two sections. Having 
studied amplitude modulation (AM) theory, 
students will be able to appreciate that an 
amplitude-modulated wave is made up of a 
number of sinusoidal components having a 
specific relation to one another. They will be 
able to visualize the AM wave and calculate 

the frequencies present in it, as well as their 
power or current relations to each other. The 
second part of the chapter will show several 
practical methods of generating AM, analyz
ing them from a circuit-waveform, rather 
than mathematicar,-point of view. Both 
vacuum-tqbe amplitude modulators, which 
are the common ones where high powers are 
involved, and transistor AM generators will 
be discussed. 

OBJECTIVES 
I 

Upan completing the material in Chapter 3, the student wili be able to: 

Describe the AM process. 

Co_mpute the modulation index. 

Solve problems involving bandwidtli calculations. 

Draw a representation of an AM sine wave. 

Analyze and determine through computation the carrier power and sideband power in 
AM. 

Understand and explain the terms grid modulation, plate modulation, and transistor 
modulation. ' 

3~ 1 AMPLITUDE MODULATION THEORY 

In amplitude modulation, the amplitude of a carrier signal is varied by the modulating 
voltage, whose frequency is invariably lower than that of the- carrier. In practice, the 
carrier may be high0frequency (HF) while. the modulation is audio. Formally, AM is 

' 

35 
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defined as a system of modulation in which the amplitude of the carrier is made 
proportional to the instantaneous amplitude of the modulating voltage. 

Let the carrier voltage and the modulating voltage, Ve and Vm, respectively, be 
represented by 

(3-1) 

(3-2) 

Note that phase angle has been ignored in both expressions since it is un
changed by the amplitude modulation process. Its inclusion here would merely compli
cate the proceedings, without affecting the result. However, it will certainly not be 
possible to ignore phase angle when vie deal with frequency and phase modulation in 
Chapter 4. · 

From the definition of AM, you can see that the (maximum) amplitude Ve of the 
unmodulated carrier will have to be made proportional to the instantaneous modulating 
voltage Vm sin wmt when the carrier is amplitude-modulated. 

3-1.1 Frequency Spectrum of the AM Wave ' 
. ' _ We shall show mathematically that the frequencies present in the AM wave are the 

carrier frequency and the first pair of sideband frequencies, where a sideband fre
quency is defined as 

Isa= le± nfm (3-3) 

and in the first pair n = I. 
When a carrier is amplitude-modulated, the proportionality constant is made 

equal to unity, and the instantaneous modulating voltage variations are superimposed 
onto the carrier amplitude. Thus_ when there is temporarily no modulation, the ampli
tude of the carrier is equal to its unmodulated value. When modulation.is present, the 
amplitude of the carrier is varied by its instantaneous value. The situation is illustrated 
in Figure 3-1, which shows how the maximum amplitude of the amplitude-modulated 
voltage is made to vary.in accordance with modulating voltage changes. Figure 3-1 
also shows that something unusual (distortion) will occur if Vm is greater than Ve (this 
distortion is a result of overdriving the amplifier stage). This, and the fact that the ratio 
Vm!Ve often occurs, leads to the definition of the rr.odutaiton index given in Equation 
(3-4). 

V 

1--~.L--- ~mls::Jvmsinwmt 
V, A 

t 

FIGURE 3-1 Amplitude of AM wave. 
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(3-4) 

The modulation index is a number lying between O and I, and it is very often 
expressed as a percentage and called the percentage modulation. 

From Figure 3-1 and Equation (3-4) it is possible to write an equation for the 
amplitude of the amplitude-modulated voltage. We have 

A= Ve+ Vm = Ve+ Vm sin Wmt =Ve= mVc sin Wmt 

= Ve (I + m sin Wmt) 

· The instantaneous voltage of the resulting amplitude-modulated wave is 

V = A sin (J =.A sin Wet= Ve (I + m sin Wmt) sin Wet 

(3-5) 

(3-6) 

Equation (3-6) may be expanded, by means of the trigonometrical relation 
sin.x sin y = \/2 (cos (x - y) - cos (x + y)], to give 

. . m~ m~ 
V =, Ve Sill Wet+ -- COS (we - Wm)t ~·.-- COS (we+ Wm)t (3-7) 

. 2 ~2 . 

It has thus been shown that the equation of an amplitude-modulated wave 
contains three terms. The first term is· identical to Equation (3-1) ·and represents the 
unmodulated carrier. It is apparent that the process of amplitude modulation has the 
effect of adding to the unmodulated wave; ratheftnan changing it. The two ·ad,litional· 
terms..produced are the two sidebands outlined. The frequency of thdower sideband 
(LSB) isfe - fm, and the frequency of the upper sideband (USB) isfe + fm- The very 
important conclusion to be made at this stage is tliat ihe bandwidth required for ampli
tude modulation is twice the frequency of the modulating signal. In modulation by 
several sine waves simultaneously, as in the AM broadcasting service, the bandwidth 
required is twice the highest modulating frequency. 
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C 

LSB 1 USB 

I:--- fm fm=:j 

FIGURE 3-2 Frequency ·spectrum of AM wave. 

3-1.2 Representation of AM 
Amplitude modulation may be represented in any of three ways, depending on the 
point of view. Figure 3-2 shows the frequency spectrum and so illustrates Equation 
(3-7); AM is shown simply as consisting of three discrete frequencies. Of these, the 
central frequency, i.e., the carrier, has the highest amplitude, and the other two are 
disposed symmetrically about it, having amplitudes which are equal to each other, but 
which can never exceed half the carrier amplitude [see Equation (3-7), and note that 
m ;j, l]. 

The appearance of the amplitude-modulated wave is of great interest, and it is 
shown in Figure 3-3 for one cycle of the modulating sine wave. It is derived from 
Figure 3-1, which showed the amplitude, or what may now be called the top envelope 
of the AM wave, given by the relation A = Ve + Vm sin wmt. The maximum negative 
amplitude, or bottom envelope, is given by -A = -(Ve+ Vm sin wmt). The modu

. lated wave extends between these two limiting envelopes and has a repetition rate equal 
to the unmodulated carrier frequency. · 

It will be recalled that Vm = mVe, and it is now possible to use this relation to 
calculate the· index (or percent) of modulation from the waveform of Figure 3-3 as 
follows: ' 

+ 

V 

0 H-+'-t-r-cH-H--H+-cH-+++-IH-t-++-l+-1-+++~-~~ 

v 
/ 

\ --- . ---- -;t;;--.------------
' I/ -w.+vmsinwmt) 
'-.__-"-<"'------------

FIGURE 3-3 . Amplitude-modulated wave. 

t 



Vmax - Ymin Ym=-----
2 

and 

2 

Dividing Equation (3-8) by (3-9), we have 

Vm (Vm,x ~ Vmin)/2 
m=-= 

Ve (V m~ + 'y min)/2 

Ymax + Ymin 

Ymax + Ymin 
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(3-8) 

(3-9) 

(3-10) 

Equation (3-10) is the standard method of evaluating the modulation index 
when calculating from a waveform such as may be seen on an oscilloscope, i.e., when 
both the carrier and the modulating voltages are known. It may not be used in any other 
situation. When only the rms values ·of the carrier and the modulated voltage or current 
are known, or when the unmodulated and the modulated output powers are given, it is 
necessary to understand and use the power relations in the AM wave. 

Finally, if the main interest is the instantaneous modulated voltage, tlie phasor 
diagrams depicting the three individual components of the AM wave may be drawn. 

· 3-1.3 Power Relations in the AM Wave 
It has been shown that the carrier component of the modulated wave has the same 
amplitude as the unmodulated carrier. That is, the amplitude of the carrier is un
changed; energy is either added or _subtracted. The modulated wave contains extra 
energy in the two sideband components. Therefore, the modulated wave contains more 
power than the carrier had before modulation took place. Since the amplitude of the 
sidebands depends on the modulation index VmlVc, it is anticipated that the total power 
in the modulated ~ave will depend on the modulation index also. This relation may 
now be derived. · 

The total power in the modulated wave will b~ 

p = VJarr + Vess + Voss (rms) 
I R R R 

(3-11) 

where all three voltages are (rrns) values (V2 converted to peak), and R is the resist
ance, (e.g., antenna resistance), in which the power is dissipated. The first term of 
Equation (3-11) is the unmodulated -carrier power and is given by 

V.;,rr (Vc/V2)2 
p =--

c R R 

v2 
=~· 

2R 
(3-12) 
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Similarly, 

\. V§n (mVcf2)2 
. m2Vc2 

hse = Fuse = R = V2 ~ R = SR 
m2 v; 

=--
4 2R • 

Substituting Equations (3-12) and (3-13) into (3-11), we have 

Vl m2 Vl m2 Vl m2 m2 

P =-+--+--=P +-P +-P 
'2R 42R 42R '4' 4' 

P, m2 

-=1+-
P, 2 

(3-13) 

(3-14) 

Equation (3-14) relates the total power in the amplitude-modulated wave to the 
unmodulated carrier power, This is the equation which must be used to determine, 
among other quantities, the modulation index in instances not covered by Equation 
(3-10) of the preceding section. The methods of doing this, as well as solutions to other 
problems, will be shown in exercises to follow. 

It is interesting to note from Equation (3-14) that the maximum power in the 
AM wave is P, = 1.5P, when m = I. This is important, because it is the maximum 
power that relevant amplifiers must be capable of handling without distortion. 

• EXAMPLE 3-2 A400'wan (400-W) c,µrier is modulated to a 
, Calculate the total power in the modulated wave·. 

' ' '"·' ·.-.;;, 
SOLUTION 

;P, = P.{f~ m2')·· "'"""'' .. , 
! ' ' '· ; /', '"-,. 

='512.SW• 

. p 
p = 't 

: C l+m2/2 
10 10. . : 

1.IS =. 8.47 kW I+ 0.62/2 

Current calculations The situation which very often arises in AM is that the modu
lated and unmodulated currents are easily measurable, and it is then necessary to 
calculate the modulation index from them. This occurs when the antenna current of the 
transmitter is metered, and the problem may be resolved as follows. Let I, be the 
unmodulated current and I, the total, or modulated, c·urrent of an AM transmitter, both 
being rrns values. If R is the resistance in.which these 'currents flow, t;hen 
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(3-15) 

. Modulation by several sine waves In practice, modulation of a carrier by several 
sine waves simultaneously is the rule rather than the exception. Accordingly, a way has 
to be found to calculate the resulting power conditions. The procedure consists of 
calculating the total modulation index and then substituting it into Equation (3-14), 
from which the total power may be calculated as before. There are two methods of 
calculating the total modulation index. 

1. Let Vi, V2 , V3 , etc., be the simultaneous modulation voltages. Then the total 
modulating voltage V, will be equal to the square root of the sum of the squares of 
the individual voltages; that is, 

V, = VV? + V} + Vi'+ ... 

Dividing both sides by Ve, we get 
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v, Vv? + Vl+ Vi+··· 
Ve Ve 

= IV?+ Vi'+ Vi'+··· 
" -Y vJ v; v; 

that is, 

m1 = \/m1 + m~ + mj + · · · (3-17) 

2. Equation (3-14) may be rewritten to emphasize tha!_.--the total power in an AM 
wave consists of carrier power and sideband' power. This yields 

( m2) Pcm2 
P,=Pc 1 + 2 =Pc+-

2
-=Pc+Pse 

where P58 is the total sideband power and is given by 

Pcm2 
Pse =--

2 
(3-18) 

If several sine waves simultaneously modulate the carrier, the carrier 
power will be unaffected, but the total sideband power will now be the sum of the 
individual sideband powers. We have 

Pssr = Pse 1 + Pse! + Pse3 + · · · 

Substitution gives 

Pcm'?- Pcm1 Pcm~ Pcmj 
--=--· +--+--+"· 

2 2 2 2 

m?- = m1 + nd + mj + · · · 

If the square root of both sides is now taken, Equation (3-17) will once 
again be the result. 

It is seen that the two approaches both yield the same result. To calculate the 
total modulation index, take the square root of the sum of the squares of the individual 
modulation indices. Note also that this total modulation index must still not exceed 
unity, or distortion will result as with overrnodulation by a single sine wave. Whether 
modulation is by one or many sine waves, the output of the modulated amplifier will be 
zero during part of the negative modulating voltage peak if overrnodulation is taking 
place. This point is discussed further in Chapter 6, in conjunction with distortion in 
AM demodulators. 
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SOLUTION 
m2 . P, 10.125 . · 
2 = P, - I = -· -

9
- - I = 1.125 - I = O.IZS 

m2 = 0.125 X 2 = 0.250 
m = \/o.25 = 0.50 . . ' . . . . . . , . . 

' For. the second part, the total ·modulation index· will be· . 

m, = Vm1 + m! = V0.52 + 0.42 = V0.25+ 0.16 = v'o.41 = 0.64 

. ( · m2) ( O 642) . · 
. P, = P, I +-f .= 9 I + -·-

2
- = 9(1 + 0.205) = 10.84 kW 

EXAMPLE 3-6 '.['he antenna
0

current of .an AM broadcasttransinittet, modulated to a ; 
depth of40 percent by an audfo sine wave, is 11 A. It increases,to 12 A as a result of · 

· simultaneous modulation by. another audio sine 'Vave ... What is -.the. modulation index 
due to this sec()nd wave? · · 

SOLUTION 
· From Equation.(3-15) we have 

·I= .I, 11 
' VI + m212 VI + 0.42/2 

11 
Yl +0.08 = to.SB A 

Using Equation (3-16) and bearing in mind that here the modulation index is the total · 

1 • mqdul,(tion ~dex m,, . w.e. obt~n · · 

(J''.M' 12[(z-)2-i]=)2[(1~-~8)1'.c 1];, V2(!.2s_6-·1) 

!- , ,;; V2 :x;o·:186"' o.1s1 ,,. . 

(From E;iJation(3:l7); we obtain .· 
t '' ' ,, -- '._ ' ., '· -',, · ·- . -' . · -· - · ' . : . ;C ~.,_ , 

f.m2,=sVmr -nl1 = V0.7572 - 0.42 = V0.573 :- O.lq = '.\(Q.413 •. ·. 
·= 0,643·, 

3~ 2 - GENERATION OF AM 

There are two types of devices in which it may be necessary to generate amplitude 
modulation. The first of these, the AM transmitter, generates such high powers that its 
prime requirement is efficiency, so quite complex means of AM generation may be 
used. The other device is the (laboratory) AM generator. Here AM is produced at such 
a low· power level that simplicity is a more important requirement than efficiency. 
Although the methods of generating AM described here relate to both applications, 
emphasis will be put on methods of generating high powers. 

3-2.1 Basic Requirements-Comparison of Levels 
In order to generate the AM wave of Figure 3-4b, it is necessary merely to ?pply the 
series of current pulses of Figure 3-4a to a tuned (resonant) circuit. Each pulse, if it 
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FIGURE 3-4 Current requirements for AM. 

were the only one, would initiate a damped oscillation in the tuned circuit. The oscilla
tion would have· an initial amplitude proportional to the size of the current pulse and a 
decay rate dependent on the time constant of the circuit. Since a train of pulses is fed to 
the tank circuit here, each pulse will cause a complete sine wave proportional in 
amplitude to the size of this puls~. This will be followed by the next sine wave, 
proportional to the size of the next applied pulse, and so on. Bearing in mind that at 
least 10 times as many pulses per audio cycle are fed to a practical circuit as are shown 
in Figure 3-4, we see that an extremely good approximation of an AM wave will result 
if the original current pulses are made proportional to the modulating voltage. The 
process is known as the flywheel effect of the tuned circuit, and it works best with a 
tuned circuirwhose Q is not too low. 

It is possible to make the output current of a class C amplifier proportional. to 
the modulating voltage by applying this voltage in series with any of the de supply 
voltages for this amplifier. Accordingly, cathode ( or erilitter), grid ( or base) and anode 
(plate or collector) modulation of a class C amplifier are all possible, as is any combi
nation of these methods. Each has its own applications, advantages and drawbacks. A 
complete discussion of each will follow in the next sections. 

In an AM transmitter, amplitude modulation can be generated at any point after 
the radio frequency source. As a matter of fact, even a crystal oscillator could be 
amplitude-modulated, except that this would be an unnecessary interference with its 
frequency stability. If the output stage in a transmitter is plate-modulated (or collector
modulated in a lower-power transmitter), the system is called high-level modulation. ff 
modulation is applied at any other point, including some other electrode of the output 
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FIGURE 3-5 AM transmitter block diagram. 

amplifier,.then so-called low-level modulation is produced. Naturally the end product 
of both systems is the same, but the transmitter circuit arrangements are different. 

It is not feasible to use plate modulation of the output stage in a television 
transmitter, because of the difficulty in generating high video (modulating) powers at 
the large bandwidths required. Grid modulation of the output stage is the highest level 
of modulation employed in TV transmitters. It is called "high-level" modulation in 
TV broadcasting, and anything else is then called "low-level" modulation. 

Figure 3-5 shows a typical block diagram of an AM transmitter, which may be 
either low-level- or high-level-modulated. There are a lot of common features. Both 
have a stable RF source and buffer amplifiers followed by RF power amplifiers. In 
both types of transmitters the audio voltage is processed, or filtered, so as to occupy the 
correct bandwidth (generally IO kHz), and compressed somewhatto reduce the ratio of 
maximum to minimum amplitude. In both modulation systems audio and power audio 
frequency (AF) amplifiers are present, culminating in the modulator amplifier, which 
is .the highest-power audio amplifier. In fact, the only difference is the point at which . 
the modulation takes place. To exaggerate the difference, an amplifier is shown here 
following the modulated RF \lfilplifier for low-level modulation, and it is .seen that this 
must be a linear RF amplifier, i.e., class B. Remember that this would also have been 
called low-level modulation if the modulated amplifier had been the final one, modu
lated at any electrode other than the plaie (or collector). 

It follows that the higher the level of modulation, the larger the audio power 
required to produce modulation. The high-level system is definitely at a disadvantage 
in this regard. On the other hand, if any stage except the output stage is modulated, 
each following stage must handle sideband power as well as the carrier. All these 
subsequent amplifiers must have sufficient bandwidth for the sideband frequencies. As 
seen in Figure 3-5, all these stages must be capable of handling amplitude variations 
caused by the modulation. Such stages. must be class A and consequently are· less 
efficient than class C amplifiers. 

Each of the systems is seen to have one great advantage; low modulating power 
requiremenis. in ',one case, and much more efficient RF amplification with simpler 

· circuit design in the other. It has been found in practice that a plate-modulated class C 
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FIGURE 3-6 Grid-modulated class C amplifier. 

amplifier tends to have better efficiency, lower distortion and much better power
handling capabilities than a grid-modulated amplifier. Because of these considerations, 
broadcast AM trapsmitters today almost i_nvariably use high-level modulation, and TV 
transmitters use grid modulation of the final stage. Other methods may be used in 
low-power and miscellaneous applications, AM generators and test instruments. 

Broadcasting is the major application of AM, with typical output powers rang
ing from dozens to hundreds of kilowatts. Vacuum-tube systems are emphasized in the 
remainder of this chapter. 

3-2.2 Grid-Modulated Class C Amplifier 
A class C amplifier may be modulated by the introduction of the modulating voltage in 
series with the grid bias, as shown in Figure 3-6. The modulating voltage is superim
posed on the fixed battery bias. Therefore, the amount of bias is proportional to the 
amplitude of the modulating signal and varies at a rate equal to the modulating fre
quency. This is shown in Figure 3-7, as is the RF input voltage superimposed on the 
total bias. The resulting plate current flows in pulses, the amplitude of each pulse being 
proportional to the instantaneous bias and therefore to the instantaneous modulating 
voltage. As in Figure 3-4, the application of these pulses to the tuned tank circuit will 
yield amplitude modulation. 

As the waveform shows, this system will operate without distortion only if the 
transfer characteristic of the triode is perfectly linear. Because this can never be so, the 
output must be somewhat distorted (more so, in f~ct, than from a plate-modulated 
amplifier). It turns out also that the plate efficiency is lower as a result of the need to 
arrange the input conditiqns, as shown in Figure 3-7, so that grid current does not flow 
in the absence of modulation (this is so that full modulation may be obtained when 
desired, and it is caused by the geometry of the figure). Reference.to the operation of 
the class C amplifier shows that it operates at maximum efficiency only when the grid 
is driven to the limit, and, as this is not the case here, efficiency suffers. 

Because of these bias conditions, the maximum output power from a grid
modulated amplifier is much less than that obtainable from the same tube if it is 
unmodulated (or plate-modulated). The disadvantages of grid modulation are counter

. - balanced by the lower modulating power needed in comparison with plate modulation. 
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The harmonics generated as a result of the nonlinearity of the transfer characteristic 
may be reduced by operating the amplifier in push-pull. Grid modulation is not used to 
generate AM for transmission unless other factors are involved. 

3-2.3 Plate-Modulated Class C Amplifier 
The plate-modulated class C amplifier is the standard and most widely used method of 
obtaining amplitude modulation for broadcasting and other high-power transmission 
applications. The audio voltage is placed in series with the plate-supply voltage of a 
class C amplifier, whose plate current is varied in accordance with the modulating 
sign,11, The amplifier most frequently modulated in this manner is the final power 
amplifier of the transmitter (more simply termed the final or the PA). 

The output of the modulating amplifier is normally applied to the PA through an 
audio output (modulating) transformer. This system is sometimes called anode-I) mod
ulation, i.e., anode modulation of the output power amplifier and class B operation of 
the modulator, the latter having transformer output. The transformer pemiits the use of 
a class B modulator, giving.good audio efficiency. It also allows 100 percent modula
tion to be achieved, since the output of the modulator can be stepped up to any value 
required. As a result of these considerations, this modulation system is employed in a 
vast majority of AM broadcasting transmitters. 
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FIGURE 3-8 Plate-modulation equivalent circuit. 

Transformer modulation using tri!)de The equivalent circuit of Figure 3-8 has been 
transformed into the practical circuit of Figure 3,9 by the inclusion of the modulator 
with its transformer output. Neutralization is also shown, as it was for the grid-modu
lated amplifier, since it will certainly be necessary to avoid the Miller effect in a triode 
at high frequencies. A shunt fed C amplifier is shown mainly to simplify the explana
tion; it may or may not be used in practice. Note that a: choke is placed in series with 
the modulation transformer to protect it from RF damage. 

It is seen that the same supply voltage Vbb is used for both the PA and the 
modulator .. This means that the peak modulaior output voltage (per tube) is made less 
than Vbb to avoid distortion,/,\ value of V AF = 0.1v.,; is optimum. Since the peak-to
peak modulator primary voltage is now 1.4 v ••• and an audio voltage equal to Vbb is 
required to produce full modulation, the transformer turns ratio in. this case will be 
1.4:1. Although a fixed bias supply Vee is shown in Figure 3-9, self-bias may be used in 
the form of leak-type bias. This fact fesults in better operation. . 

The first waveform of Figure 3-10 shows the total plate voltage applied to the 
class C amplifier, and the second shows the resulting plate current. This is seen to be 
a series of pulses governed by the size of the modulating voltage, and when these are 
applied to the tank circuit, the modulated wave of the waveform of Figure 3-!0c 
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results. What happens here is obviously very similar to what happened with the grid
modulated amplifier, except that the appropriate train of current pulses is obtained by a 

. different method, which also has the virtue. of being more linear. 
The last three waveforms of Figure 3-10 are used not so much to explain how 

the circuit generates AM, but to describe the behavior of the circuit itself. The wave
form of Figure 3-1 Od shows the total voltage appearing between plate and cathode and 
is obtained by superimposing the RF-modulated voltage of Figure 3-!0c on the com
bined supply voltage of Figure 3-!0a. On the circuit of Figure 3-9, the RF voltage 
appears across the primary coil of the output tank, while the supply voltage is blocked 
by the coupling capacitor Cc. The purpose of Figure 3-!0d is to show how much higher 
than Vbb the peak plate voltage may rise.·At 100 percent modulation, in fact, the peak 
of the unmodulated RF voltage is nearly 2Vb;,, and the positive peak of the modulated 
C)'cle rises to twice that., Thus the maximum plate voltage may rise to nearly 4 Vbb in the 

( . .. 
plate-modulated amplifier. Care must be taken to ensure that the tube used is capable of 
withstanding such a high voltage. 

The waveform of Figure 3( !Oe demonstrates that the grid current of the modu
lated amplifier varies during the modulating cycle, although the RF driving voltage 
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does not. When the plate sµpply voltage falls at the negative modulation peak, the plate 
is then only moderately positive, and since the grid is also driven positive, the current 

, , . in the grid now increases rather significantly. At the positive peak of modulation, the 
reverse applies, and grid current falls. Note that the change is not sinusoidal since the 
current rise greatly exceeds the fall. If this situation is left unchecked, two unpleasant 
effects result. First, the driver may become overloaded when grid current rises, result
ing in.the distortion of the output wave. Second, the grid of the PA will almost cer
tainly melt! 

Two cures are available, and Figure 3-10/ shows the result of the better of the 
_two. The first is to have a driver with poor regulation so that grid current is incapable of 
rising, whereas the better cure is to use grid leak bias to achieve limiting similar to that 
used by the amplitude limiter in FM receivers (see Section 6-4.2 for a detailed descrip
tion). As grid current now tends to increase, grid bias also rises, becoming more 
negative and tending to reduce grid current. For any original value of grid current a 
balance is now struck so that although grid current still rises,. this rise is much less 
marked and can be well within acceptable limits. At the positive modulation peak, grid 
current would tend to fall, but this fall is now reduced by a simultaneous reduction in 
negative bias, so that the grid-current waveform now looks like a much-flattened 
version of Figure 3- lOe. · 

· Instead of being constant, grid voltage now varies as in Figure 3-10/. This aids 
the modulation process because the grid is now made more positive at the time of peak 
plate current. It now-becomes easier to obtain such a high value of plate current, and so 
distortion at the positive modulation peak is prevented. Considered from' another point 
of view, the waveform _of Figure 3-10/ is seen to be very similar to the input wave for 
a grid-modulated am!llifier, as in Figure 3-7. A grid- and plate-modulated amplifier· 
which is more efficient and less distorted is obtained. 

Plate modulation of tetrode If a screen-grid tube is used as a plate-modulated class C 
amplifier, the same good results are obtainable, provided that the extra factors·are 
considered. The fact that screen current increases enormously, if screen voltage ex
ceeds plate voltage, must certainly be taken into account.. If-it were not, this situation 
could occur here once every cycle of modulating voltage (if the sc,;een were merely 
connected to v •• through a dropping resistor). This is illustrated in Figure 3-12. The 
system would become very inefficient and the tube short-lived, but th_e situation is 
easily avoided by modulation of the screen simultaneously with the plate, as shown on 
the circuit of Figure 3-11. 

The same stratagem avoids the difficulty of trying to vary the plate current of a 
screen-grid tube by adjusting the plate voltage only (while keeping the screen voltage 
constant). We thus have a high-level system, which is simultaneously plate-, screen
and even grid-modulated when leak-type bias is used anci has good characteristics, 
properties and a plate efficiency that can exceed 90 percent in practice. 

- I 

3-2.4 MQdulated Transistor'Amplifiers 
· · Modern high-power AM transmitters tend to use transistors at the lower power levels, 

so that transistor RF and AF exciters are common. The output stages, and generally the 
drivers, of such tranBmitters use tubes. All-transistor transmitters are used for lower-. 



,-· 

[)11 

FIGURE 3-11 

To class B ... 
amplifier 

plates 

RFC 

AMPLITUDE MODULATION 51 

'-Oo,, 
---""'- _. I 

-
I 

.J- Cb (RF) 

+v •• 

Plate'modulated'tetrode class C amplifier. 

. I I 
power applications with a few kilowatts output obtainable if transistors in parallel are 
employed_ As a result, modulated transistor amplifiers almost all have a push-pull final 
amplifier for maximum power output. 

The modulation methods for transistor amplifiers are counterparts of those used 
with tubes_ Collector and base modulation of class C transistor amplifiers ar'< both 
popular, having the same properties and advantages as the corresponding tube circuits. 
The result is that once again collector modulation is generally preferred. A typical 
circuit is shown·in Figure 3-13. 

Collector modulation has the advantages over base modulation of better linear
ity, higher follector efficiency and higher power output per transistor. As expected, it 
requires/more modulating power. In addition, collector saturation prevents JOO per
cent mddulation from being achieved with just the collector being modulated, ~o that a 
compound form of modulation is used in a number of cases. Figure 3-13 shows one of 
the alternatives. Here the driver as well as the output amplifier is collector-modulated, 

.. but apart from that the circuit is analogous to the tube circuit. The other alternative is 
to employ collector and base modulation of the same amplifier. This method is often 
used with tubes when grid leak bias is incorporated. Although leak-type bias might 
again be employed for this purpose, there is the danger that if sufficient bias action is 
used to permit base modulation, the bias will become excessive, and power output will 
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FIGURE 3-12 Plate-modulated tetrode voltages (see text) .. 



-, 

52 ELECTRONIC COMMUNICATION SYSTEMS 

RFC 
RFC 

'--------------<D II~ M:dr~ation 
B+ 

FIGURE 3-13 Collector modulation. 

drop. Simultaneous base and collector modulation, similar to that shown in Figure 
·3-13, is preferable .. Note finally that drain- and gate-modulation of field-effect-transis
tor (FET) amplifiers is equally feasible and is used in some systems. 

3-2.S Summary _ 
There is a !cit more to AM transmitters than has so far been described. To begin with, 
there is the sheer size, with a medium-power (say, 50-kW) broadcast transmitter occu
pying a fair-sized room. There is a large and complex power supply, generally three
phase on the ac side and regulated on the de side to prevent unwanted output variations, 
with many outputs for the low- and high-power sections of the transmitter and carefully 
implemented isolation and de-coupling to prevent unwanted feedback and interference. 
A standby diesel generator is normally provided in order to minimize the effects of 
main supply variations or failures. Some transmitters even have a battery room and a 
dc-ac inverter, with complex automatic switchover c.ircuitry, thus ensuring that there is 
no interruption in output immediatery after a power supply failure before the standby 
generator takes over. Similarly, a standby transmitter is also often provided, with a 
power output of the order of one-fifth of the main transmitter, to take oyer during 
transmitter failures or maintenance. Transmitters with power outputs in tlie kilowatt 
range also employ forced· cooling of the power stages, ensuring a reduced, constant 
operating temperature and maximizing operating life and power output. 

With air cooling in operation, a large AM transmitter sounds as though it is 
operating. With the metering that is invariably provided, it also looks as though it is 
operating. Metering is provided for virtually all aspects of operation and is used as an 
operational, maintenance and diagnostic tool, so that trouble may be anticipated as 
much as possible. In older transmitters (broadcast transmitters are designed to have an 
operating life of at least 20 years), most of the metering will be in the form of dials for 

. each stage, with switches to display different quantities. More recent transmitt~rs ar~ 
likely to have switchable digital displays, whereas the most modem ones may well 



AMPLITUDE MODULAtr'ION 53 · 

have microprocessm<c:ontrolled metering functions, displayed on a screen by the oper
ator, as required. The most important functions ate the ·various voltages and currents, 
the transmit frequency, audio and RF output and the modulation percentage. It is 
important to prevent overrnodulation; otherwise spurious frequencies will be transmit
ted, interfering with other transmissions. 

Amplitude modulation itself is a well-established, mature art, used for broad
casting almost exclusively. It is easy to generate and, even more impo~antly, to re
ceive <111d demodulate (as will be seen in Chapter 6). This last requirement is very 
important, because it leads to simple and inexpensive receivers. It must ~ot be forgot
ten that, in broadcasting, the receiver/transmitter ratio is enormous, running into thou
sands if not millions of receivers for each transmitter. This is most significant, because 
it implies not only that the usual transmitter-receiver complexity tradeoffs are fairly 
limited, but also that major changes are difficult to implement if they affect receivers. 
So, although AM is by no means the best or most efficient modulation system, as will 
be seen in following chapters, its worldwide use for broadcasting is so entrenched that 
changes are not contemplated. Until comparatively recently AM was used for mobile 
communications-ship-to-shore and land-mobile-it is no longer used for those pur
poses, and so its major application is in sound broadcasting. As we will see in Chapter 
5, AM is more likely to be affected by noise than is FM. An analysis of the components 
of an AM wave-the carrier and the two sidebands-is made in Chapter 4, showing 
that significant bandwidth and power savings can·be made if the carrier and one of the 
sidebands are suppressed before transmission. The penalties are increased receiver cost .. 
and complexity. Such systems are therefore more likely to be used in applications, 
such as point-to-point links, where the number of receivers approximates that of the 
transmitters. 

MULTIPLE-CHOICE QUESTIONS 
/ 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

1. If the plate supply voltage for a plate
modulated class C amplifier is V, the maxi
mum plate-cathode voltage could be almost 
as high as 

c. class C amplifiers 
d. nonlinear devices 

3. If the carrier of a 100 percent ,modulated 
AM wave is suppressed, the percentage 
power saving will be a. 4V 

b. 3V 
'c. 2V 

d. V 
2. In a low-level AM system, amplifiers fol

lowing the modulated stage must be 
a. linear devices 
b. harmonic devices 

'; 

a. 50 
b. 150 

·c. 100 
d. 66.66 

4. Leak-type bias is used in a plate-modulated 
class C amplifier to 
a. prevent. tuned circuit damping 

/ 
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b. prevent excessive grid current 
c. prevent overrnodulation 
d. increase the bandwidth 

5. The output- stage of a television transmitter 
is most likely to be a 
a. plate-modulated class C amplifier 
b. grid-modulated class C amplifier 
c. screen-modulated class C amplifier 
d. grid-modulated class A amplifier 

6. The- modulation index of an AM wave is 
changed from O to 1. The transmitted 
power is 
a. unchanged 
b. halved 
c. doubled 
d. increased by 50 percent 

7. One of the advantages of base modulation 
over collector modulation of a transistor 
class C amplifier is 
a. the lower modulating power required 
b. higher power output per transistor 
c. better efficiency 
d.: better linearity 

8. A carrier is simultaneously modulated by 

two sine waves with modulation indices of 
0.3 and 0.4; the total modulation index 
a. is I 
b. cannot be calculated unless the phase 

relations are known 
c. is 0.5 
d. is 0.7 

9. Amplitude modulation is used for broad
casting because 
a. it is more noise immune than other mod

ulation systems. 
b. compared with other systems it requires 

less transmitting power 
c. its use avoids receiver complexity. 
d. no other modulation system can provide 

the necessary bandwidth for high fidel
ity. 

10. What is the ratio of modulating power to 
total power at 100 percent modulation? 
a. 1:3 
b. I :2 
c. 2:3 
d. None of the above 

REVIEW PROBLEMS 
1. A 1000-kHz carrier is simultaneously modulated with 300-Hz, 800-Hz and 2-kHz 
audio sine waves. What will be the frequencies present in the output? 

2. A broadcast AM transmitter radiates 50 kW of carrier power. What will be the radiated 
power at 85 percent modulation? 

3. When the modulation percentage is 75, an AM transmitter produces 10 kW. How 
much of this is carrier power? What would be the percentage power saving if the carrier 
and one of the sidebands were suppressed before transmission took place? 

4. A 360-W carrier is simultaneotisiy-me<lulated by two audio waves with modulation 
percentages of 55 and 65, respectively. What is the total sideband power radiated? 

5. A transistor class C amplifier has maximum permissible collector dissipation of 20 W 
and a collector-efficiency of 75 percent. It is to be collector-modulated to a depth of 90 
percent. (a) Calculate (i) the maximum unmodulated carrier power and (ii) \he sideband 
power generated. (b) If the maximum depth of m6dulation is now restricted to 70 percent, 
calculate the new maximum sideband power generated. · 

6. When a broadcast AM transmitter is 50 percent modulated, its antenna current is 12 A. 
What will the cm:rent be when the modulation depth is increased to 0.9.? 
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7. The output current of a 60 percent modulated AM generator is 1.5 A. To what value 
will this current rise if the generator is modulated additionally by another audio wave, 
whose modulation index is 0.7? What will be the percentage power saving if the carrier 
and one of the sidebands are now suppressed? 

REVIEW QUESTIONS 

1. Define amplitude modulation and modulation index. Use a sketch of a sinusoidally 
modulated AM waveform to help explain the definition . 

. 2. Derive the relation between the output power of an AM transmitter and the depth of 
modulation, and plot it as a graph for values of the modulation index from zero to 
maximum. Note: a suppressed-zero graph is misleading in this instance and must not be 

J used. 
3. From the expression for the instantaneous voltage of an AM wave, derive a formula for .• 
the rms value of this wave. 

_ 4. Explain, with the aid of waveforms, how a grid-modulated class C amplifier generates 
AM. 

5. Use a circuit diagram and appropriate waveforms to explain how an anode-modulated 
triode class C amplifier is able to generate AM. · 

6. Why is leak-type bias used with anode modulation? Explain, using waveforms to show 
what would happen if this self-bias were not used. What is a subsidiary advantage of using 
leak-type bias? 

7. With the aid of the circuit of an anode-modulated class C tetrode amplifier, explain the 
precaution that must be taken to ensure the proper operation of a screen-grid tube in such a _ 
circuit. 
8. What is the basic limitation of modulated transistor amplifiers? When are they used? 
Are there any '.;)rcuits which are similar to com_parable tube circuits? What appears to be . 
the preferred.-transistor modulation circuit? 

9. The collector-modulated class- C transistor amplifier may experience a certain diffi
culty. What is this difficulty? How can it be solved? Show, with a circuit diagram, one of 
the solutions to this problem. 

10. With waveforms, explain how a suitable train of current pulses fed to a tuned circuit 
will result in an amplitude-modulated output wave. 



Sihgle--Sideband Techniques 
The theory of AM, discussed in Chapter 3, . 
showed that a carrier and two sidebands are 
produced in AM generation. This chapter 
will show that it is not necessary to transmit 
all those signals to provide the receiver with 
enough information to reconstruct the origi
nal modulation~ The _carrier may be removed 
or attenuated, and so can one of the two 
sidebands. The resulting signals will require 
less transmitted power and will occupy less 
bandwidth, and perfectly acceptable commu
nications will be possible. · 

This chapter will show the methc>" by 
which a carrier is removed and the three 
standard methods of removing the.unwanted 
sideband. (Attenuated) carrier reinsertion 
and .independent sideband (ISB) transmis
sions will be discussed, as will ,.transmitter 
and receiver block diagrams. Finally, vestig-

ial sideband transmission, used for video 
transmissions in all TV systems, will be dis
cussed in some detail. 

Single-sideband (SSB) modulation has 
been quite possibly the fastest-spreading form 
of analog modulation in the second half of 
this century. It offers so many advantages 
that a large number of communications sys
tems have been converted to this technology. 
Among its great advantages is the ability to 
transmit good communications-quality sig
nals by using a very narrow bandwidth, with 
relatively low power for the distances in
volved. In order to investigate this form of 
modulation and its properties, it is now nec
essary to review some of the work on ampli
tude modulation from the early parts of 
Chapter 3. 

OBJECTIVES 

56 

Upon completing the material in Chapter 4, the student will be able to: 

Understand the basics of single-sideband (SSB) transmission. 

·calculate power savings in SSB. 

Reproduce on paper, the various wave shapes pertaining to SSB. 

Define the term carrier suppression. 

Draw a block diagram of a SSB suppression filter system. 

List and define the various designations of AM. 

Explain the term carrier reinsertion. 

Understand the term vestigial sideband. 
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4~ 1 EVOLUTION AND DESCRIPTION OF SSB 

A brief, if not oversimplified, explanation of SSB will help in understanding the 
transmission process. To begin, we must review some basic fransmission processes. 

1. The physical length of the antenna must equal the wavelength of the transmitted 
signal, usually in the RF range. 

2. The audio signal is much too long to be transmitted directly by a conventional 
antenna. 

3. The intelligence (audio) must be processed by the electronic circuitry to meet the 
transmission requirements of the system. This process is known as mixing. · 

The SSB system incorporates the mixing process plus a signal-multiplying 
filtering enhancement, to ensure that the signal meets the requirements of the antenna 
system. 

If the audio (I kHz) is mixed with a basic carrier (1 MHz), the resultant fre
quency will be 1.001 MHz; if the frequency is multiplied 1000 times, the resultant 
frequency will be 1001 MHz. If we filter out the carrier (100 MHz), a !-MHz fre
quency (resultant audio) transmittable by the antenna system is left. To maintain audio 
quality in spite of inherent interference due to external sources, a reference carrier 
frequency is reinserted at the receiver and a new filtering process divides the frequency 

. down to the audio range once again. These mixing, filtering processes take place at the 
lower power levels of the transmitter, allowing only the newly processed information 

· signal to be transmitted at high power levels, thus ensuring efficiency and high fidelity. 
Equation (3-7) showed that when a carrier is amplitude-modulated by a single 

sine wave, the resulting signal consists· of three frequencies. The original carrier fre
quency, the upper sideband frequency (Jc+ Jm) and the lower sideband frequency 
(Jc - Jm). This is an automaiic consequence of the AM mix-ing process, and will 
always happen unless steps are taken to prevent it. Steps may be taken either during or 
after the modulation process, to remove or attenuate any combination of the compo
nents of the AM wave. It is the purpose of this chapter to deal with the factors involved 
in, and the advantages and disadvantages of, suppressing or removing the carrier 
and/or either of the sidebands. Generation of various forms of single-sideband modula
tion will also be considered. 

The carrier of "standard" or double sideband, full carrier(DSBFC) AM (offi
cially known as A3Emodulation) conveys no information. This is because the carrier 
component remains constant in amplitude and frequency, no matter what the modulat
ing voltage does. Just as the fact that the two sidebands are images of each other, since 
each is affected by changes in the modulating voltage amplitude via the exponent 
mVc/2. All the information can be conveyed by the use of one sideband. The carrier is 
superfluous, and the other sideband is redundant. The main reason for the widespread· 
use of A3E is the relative simplicity of the modulating and demodulating equipment. 
Furthermore, A3E is the acceptable form used for broadcasting. The fact that radical, 
i.e., expensive, changes in home receivers would be required if SSB were introduced 
on a large scale has so far prevented any such changes, although "compatible" SSB 
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has been proposed from time to time. This form of SSB would require no changes in 
domestic receivers. 

The AM power equation states that the ratio of total power to carrier power is 
given by (I+ m2/2):l. If the carrier is suppressed, only the sideband power remains. 
As this is only Pc(m2/2), a two-thirds saving is effected at 100 percent modulation, and 
even more is saved as the depth of modulation is reduced. If one of the sideba!).ds is 
now also suppressed, the remaining power is Pc(m2/4), a further saving of 50 percent 
over carrier-suppressed AM. The situation is best illustrated with an example, as fol
lows: 

EXAMPLE 4-1 · Calculate the percentage power saving when the carrier .and one of . 
the sidebands are suppressed in an AM wave modulated to a depth of (a) 100 percent • 
and (I,) 50 percent. · 

SOLUTION 

(a) .... ( m2) ( 12) 
P, = P, 1 + .2 = P,. 1 + 2 . ". 1.5P, . 

.. m2 12 . .. 
Ps• = P,~ = Pc4' = 0.25P, 

. c ·. 1;5 '- 0.25 1.25 
Savm,g = ... 

1
_
5 

= Ll = 0.833 = 8.3.3% 

• . ( 0.52) 
(b) P, 'ii"}', 1 + T ". 1.125P, 

·.
8 

. . . J.125 ,.. o.0625 
avmg--- -

Ll25 
~.0625 =0.9~= ~.4% 
1.125 ., . 

Example 4-1 indicates how wasteful of power it is to send the carrier and both 
sidebands in situations in which only one sideband would suffice. A further check 
shows that the use of SSB immediately halves the bandwidth required for transmission, 
as compared with A3E. 

In practice, SSB is used to save power in applications where such a power 
saving is warranted, i.e., in mobile systems, in which weight and power consumption 
must naturally be kept low. Single-sideband modulation is also used in applications in 
which bandwidth is at a premium. Point-to-point communications, land, air and mari
time mobile communications, television, telemetry, military commu~ications, radio 
navigation and amateur radio are the greatest users of SSB in one form or another. 

Waveforms showing SSB are illustrated in Figure 4-1, together with the modu
lating voltage, the corresponding AM voltage, and a wave with the carrier removed. 
Two different modulating amplitudes and frequencies are shown for comparison. This 
demonstrates that here the SSB wave is a single radio frequency. Its amplitude is 
proportional t~:the amplitude of the modulating'voltage_, and its.frequency varies with 
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_(a) Modulating signal 

(bl AM wave 

(cl Suppressed-carrier wave 

n n n Ann A A A A A.A nnijnnnnn 
\/ V V V V \/ l/ ,\fV V V V vvvvvvv 

(dl SSB suppressed-carrier wave 

FIGURE 4-1 Waveforms for various types of amplitude modulation, (a) Modulating sig
nal; (b) AM wave; (c) Suppressed-carrier wave; (d) SSB suppressed-carrier wave. 

the frequency of the modulating signal. An upper sideband is shown so that its fre
quency increases with_ that of the modulation, but please note that this frequency 
increase is exaggerated here to indicate the effect clearly, 

SUPPRESSION OF CARRIER 

Three main systems are employed for the generation of SSB; the filter method, the 
phase cancellation method and the "third method,'' (See Section· 4-33.) They differ 
from one another in the way of suppressing the unwanted sideband, but all use some 
form of balanced modulator to suppress the carrier. The balanced modulator is the key 
circuit in single-sideband generation. The next section will illustrate the proof of its 
operation. 
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4-2.1 Effect of Nonlinear Resistance on Added Signals 
The relationship between voltage and current in a linear resistance is given by 

i = bv (4-1) 

where bis some constant of proportionality. If Equation (4-1) refers to a resistor, then 
b is obviously its conductance. If Equation (4-1) is made tci apply to the collector 
current and base voltage of a transistor, i will be the collector current, and v will be the 
voltage applied to the bas\'. If the amplifier operates in class A, there will also be a de 
component of collector current (a}, which is not dependent on the signal voltage at the 
base. We may write 

i=a+bv (4-2) 

where a is the de_ component of the collector current, and b is the transconductance of 
the transistor. 

1n a nonlinear resistance, the current is still to a certain extent proportional to 
the applied voltage, but no longer directly as before. If the curve of current versus 
voltage is plotted, 'as in Figure 4-2, it is found that there is now some curvature in it. 
The previous linear relation seems to apply up to a certain point, after which current 
increase_s more (or less) rapidly with voltage. Whether the increase is more or less rapid 
depends on whether the device begins to saturate, or else some sort of avalanche 
current multiplication takes place. Current now becomes proportional not only to volt
age but also to the square, cube and higher powers of voltage. This nonlinear relat.ion is 
most conveniently expressed as 

i = a + bv + cv2 + dv3 + higher powers (4-3) 

The reason that the initial portion of the graph is linear is simply that the 
coefficient c is much smaller than b. A typical numerical. equation might well be 
something like i = 5 + 15v + 0.2v2, in which case curvature isinsignificant until v 
equals at least 3. Therefore, i: in practical nonlinear resistances is much greater than d, 
which is in tum larger than the constants preceding· the higher-power terms. Only the 
square term is large enough to be taken into consideration for most applications, so that 
we are left with 

i 

V 

FIGURE 4-2 Nonlinear resistance characteristics. 
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(4-4) .. 

where a and b have the meanings previously given, and c is the coefficient of nonline-
arity. 

Since Equation (4-4) is generally adequate in relating the output current to the 
input voltage of a nonlinear resistance, it may now be applied to _the gate-voltage
drain-current characteristic of a FET. If two voltages are applied simultaneously/ to the 
-.thoo- - , 

i = a + b(v, + v2) + c(v1 + v2) 2 

=a+ b(V1 +Va)+ C(Vt +vi+ 2V1V2) 

Let the two input voltages be sinusoidal. We may then write 

v1 = V, sin wt· 

and 

v2 = V2 sin pt 

(4-5) 

(4-6a) 

(4-6b) 

where w and pare the two angular velocities. Substituting Equation (4-6) into (4-5), 
we have 

i = a + b(V, sin wt + V2 sin pt) 
+ c(Vi' sin2 wt+ Vf sin2 pt+ 2V, V2 sin wt sin pt) (4-7) 

Equation (4-7) may be simplified by the use of the appropriate trigonometrical 
expressions. (Note that these expressions are sin x sin y = Y, [ cos (x - y) - cos 
(x + y)J and sin2 x = V2(l - cos 2x). 

i = a + bV, sin wt+ bV2 sin pt+ V2cVl(1 - cos 2wt) 
+ Y,cVl(l - cos 2pt) + cV, V2[cos (w - p)t - cos (w + p)t] 

= (a + VzcVl + V,cV:?} + bV, sin wt + bV2 sin pt 
(I) (II) (Ill) 

- (V2cVi' cos 2wt + V,cVf cos 2pt) 
(IV) 

+ cV1 V2 cos (w - p)t - cV, V2 cos (w + p)t (4-8) 
(V) (VI) 

- The previous derivation, with the resulting Equation (4-8), is possibly the most 
important of all in communications. It is the proof (I) that harmonic and intermodula
tion distortion may occur in audio and RF amplifiers, (2) that sum and difference 
frequencies will be present in the output ·of a mixer, (3) that the diode d;tector has 
audio frequencies in its output, (4) of the operation of the beat-frequency oscillator 
(BFO) and the product detector, and (5) that it is part of the proof that the balanced 
modulator produces AM with the carrier suppressed. 

If in Equation ( 4-8) w is taken as the carrier angular frequency, and p as the 
modulating angular frequency, then term I is the de component, term II is the carrier, 
term III is the modulating signal;terrn IV consists of harmonics of the carrier and the 
modulation, term V represents . the lower sideband voltage and term VI is the upper 
sideband. The equation shows that when two frequencies~ passed together through a 
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FIGURE 4-3 Balanced modulators. (a) Diode; (b) FET. 

nonlinear resistance, the process of amplitude modulation talces place. In a practical 
modulation circuit, the voltages in Equation (4-8) would be developed across a circuit 
tuned to the carrier frequency, and with a bandwidth just large enough to pass the 
carrier and two sideband frequencies but no others. 

4-2.2 The Balanced Modulator 
Two circuits of the balanced modulator are shown in Figure (4-3). Each utilizes the 
nonlinear principles just discussed. The modulation voltage v2 is fed in push-pull, and 
the carrier voltage v1 in parallel, to a pair of identical diodes or class A (transistor or 
FET) amplifiers. In the FET circuit; the.carrier voltage is thus applied to the twl' gates 
in phase; whereas the mo~ulating voltage appears 180° out of phase at the gates\ since 
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they are at the opposite ends of a center-tapped transformer. The modulated output 
currents of the two FETs are combined in the center-tapped primary of the push-pull 
output transformer. They therefore subtract, as indicated by the direction of the arrows 
in Figure 4-3b. If this system is made completely symmetrical, the carrier frequency 
will be completely canceled. No system can of course be perfectly symmetrical in 
practice, so that the carrier will be heavily suppressed rather than completely removed 
(a 45-dB suppression is normally regarded as acceptable). The output of the balanced 
modulator contains the two sidebands and some of the miscellaneous components 

-which are taken care of by the tuning ·of the output transformer'.s secondary winding. 
The final output consists only of sidebands. 

Since it is not immediately apparent how and why only the carrier is sup
pressed, a mathematical analysis of the balanced modulator is now given. 

As indicated, the input voltage will be v1 + v2 at the gate of T1 (Figure 4-3b) 
and v1 - v2 at the gate of T2 . If perfect symmetry is assumed (it should be understood 
that the two devices used in the balanced modulator, whether diodes or transistors, 
must be matched), the proportionality constants will be the same for both FETs and 
may be called a, _b, and c as before. The two drain currents, calculated as in the 
preceding section, will be 

id, = a + b(V1 + V2) + c(V1 + V2)2 

=a+ bv 1 + bv2 + cvi + cv~ + 2cv 1v2• 

id, = a + b(v1 - v2) + c(v, - v2)2 

=a+ bv1 - bv2-+ cvI + cvi - 2cv 1c2 

(4-9) 

(4-10) 

As previously indicated, the primary.current is given by the difference between 
the individual drain currents. Thus 

(4-11) 

when Equation (4-10) is subtracted from (4-9). 
We may now represent the carrier voltage v1 by Ve sin Wei and the modulating 

voltage V2 by Vm sin Wmt. Substituting these into Equation (4-11) gives 

i1 = 2bVm sin Wmt + 4cVmVc sin Wei sin Wml 

= 2bVm sin Wmt + 4cVmVeY2[cos (we - Wn,)1 - cos (we+ Wm)t] (4-12) 

The output-voltage v0 is proportional to this primary current. Let the constant of 
proportionality be a. 1:hen 

Vo= ai1 \ 

= 2abVm sin Wmt + 2acVmVJcos (we - Wm)t - cos (we+ wm)t] 

- Simplifying, we let P = 2abVm arid Q = 2acVm Ve. Then 

Vo = p sin Wml + Q COS(We - Wm)t - Q COS (we + Wm)t 
Modulation 
frequency 

Lower sideband Upper sideband 

--(4-13) 

Equation (4-13) shows that (under ideally symmetrical conditions) the carrier 
has been canceled out, leaving only the two sidebands and the modulating freque_ncies. 
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The proof applies equally to both diagrams of Figure 4.::3. ·The tuning of the output 
transfonner will remove the modulating frequencies from the output, but it is also 
possible to suppress them by the action of the circuit. The addition of two more diodes 
to the diode balanced modulator is required for this result, and the circuit then becomes 
known as the ring modulator. 

4~ 3 SUPPRESSION OF UNWANTED SIDEBAND 

As stated earlier, the three practical methods of SSB generation all use the balanced 
modulator to suppress the carrier, b_ut each uses a different method of removing the 

· unwanted sideband. All three systems will · remove either the upper or the lower 
sideband with equal ease, depending on the specific circuit arrangement. Each of the 
systems will now be studied in tum. 

4-3.1 The Filter System 
The filter system is the simplest system of the three-after the balanced modulator the 
unwanted sideband is removed (actually heavily attenuated) by a filter. The filter may 
be LC, crystal, ceramic or mechanical, depending on the carrier freq\lency and other 
requirements. A block diagram of an SSB transmitter employing this system is shown 
in Figure 4-4. 

The key circuits in this transmitter are the balanced modulator and the 
sideband-suppression filter. The special considerations involving sideband suppression 
will now be examined. 

Such a filter must have a flat bandJ>_ass and extremely high attenuation outside 
the bandpass. There is no limit on this; the higher the attentuation, the better. In radio 
communications systems, the frequency range used for voice is 300 to about 2800 Hz 
in most cases. If it is required to suppress the lower sideband and if the transmitting 
frequency is/, then the lowest frequency that this filter must pass without attenuation is 
J+ 300 Hz, whereas the highest frequency that must be fully attenuated is /-
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modulator 
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I 
I 
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·-· 
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filter I 
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I 
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I 
I 

Filter I • for other -· sideband 

FIGURE 4-4 Filter method of sideband suppression. 
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mixer-
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oscillator or 
synthesizer 



SINGLE-SIDEBAND TECHNIQUES 65 

300 Hz. In other words, the filter's response must change from zero attenuation to full 
attentuation over a range of only 600 Hz. If the ttansmitting frequency is much above 
10 MHz, this is virtually impossible. The situation becomes even worse if lower mod
ulating frequencies are employed, such as the 50-Hzminimum in AM broadcasting. In -
order to obtain a filter response curve with skirts as steep as those suggested above, the 
Q of the tuned circuits used must be very high. As the transmitting frequency is raised, 
so must the Q be raised, until a situation is reached where the necessary Q is so high 
that there is no practicable method of achieving it. 

Looking at the situation from the other end, we find that there must be an upper 
frequency limit for any type of filter circuit used. It has been found, for instance, that 
multistage LC filters cannot be used for RF values much greater than about I 00 kHz. 
Above this frequency the attenuation outside the bandpass is insufficient. LC filters 
may still be encountered in currently used HF equipment, but they have otherwise 
tended to be superseded by crystal, ceramic or mechanical filters, mainly because of 
the bulky size of components and great improvements in mechanical filters. Mechani
cal filters have been used at frequencies up to 500 kHz, and crystal or ceramic filters 
up to about 20 MHz. . . 

Of the three major types of SSB filters, the mechanic.al filter seems to be the 
one with the best all-around properties, small size, good bandpass, very good attenua
tion characteristics and an adequate upper frequency limit are its chief advantages. 
Crystal or ceramic filters may be cheaper, but are preferable only at frequencies above 
I MHz. . 

All these filters (even the crystal) have the same disadvantage-their maximum 
operating frequency is below the usual transmitting frequencies. This is a: reason for the 
balanced mixer shown' in Figure 4-4. (It is very much like a balanced modulator, 
except that the sum frequency is much farther from the crystal oscillator frequency than 
the USB was from the carrier, so that it can be selected with a tuned circuit.) In this 
mixer, the frequency of the crystal oscillator or synthestzeris added to the SSB signal 
from the filter, the frequency thus being raised to the value desired for transmission. 
Such an arrangement also allows the transmitter to be tunable. If the transmitting 
frequency is much higher than the operating frequency of the sideband filter, then two 
stages of mixing will be required. It becomes too difficult to filter out the unwanted 
frequencies in the output of the mixer. · 

It might be noted that the mixer is followed by linear amplifiers. The reason is 
that the amplitude of the SSB signal is variable and must not be fed to a class C 
amplifier, which would distort it. A class B RF amplifier (push-pull) is used instead 
because it is more efficient than a class A amplifier. The name linear amplifier is not 
confined to SSB systems. Linear amplifiers are used in any AM system in which low or 
nb signal distortion is a requirement. 

4-3.2 The Phase-Shift Method 
The phase-shift metho,d avoids filters and some of their inherent disadvantages, and 
instead makes use of two balanced modulators and two phase-shifting networks, as 
shown in Figure 4-5. One of the modulators, M1, receives the carrier voltage (shifted 
by 90°) and the modulating voltage, whereas the other, M2 , is fed the modulating . 
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FIGURE 4-5 Single sideband by phase shift. 
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voltage (shifted through 90°) and the carrier voltage. Sometimes the modulating volt
age phase shift is arranged slightly differently. It is made +45° for one of the balanced 
modulators and -45° for the other, but the result is the same. 

Both modulators produce an output consisting only of sidebands. It will be 
shown· that both upper sidebands lead the input carrier voltage by 90°. One of the lower 
· sidebands leads the reference voltage by 90°, and the other lags it by 90°. The two 
lower sidebands are thus out of phase, and when combined in the adder, they cancel 
each other. The upper sidebands are in phase at the adder and therefore add, giving 
SSB in w·hich the lower sideband has been canceled. The previous statements may be 
proved as follows. . 

If it is taken for granted that the two balanced modulators are also balanced with 
respect to each other, then amplitudes may be ignored as they do not affect the result. 
Note also that both balanced modulators are fed from the same sources. As before, 

· taking sin Wet as_the carrier and sin Wmt as the modulation, we see that the balanced 
modulator M1 will receive sin Wmt and sin (wet + 90°), whereas M2 takes sin (wmt + 
90°) and sin wet. Following the reasoning in the proof of the balanced modulator, we 
know that the output of M1 will contain sum and difference frequencies. Thus 

V1 ~ COS [(wet+ 90°) - WmtJ - COS [(wet+ 90°) + WmtJ 

(LSB) (USBJ 

Similarly, the output of M2 will contain 

V2 = COS [wet - (wmt + 90°)] - cos [wet+ (wmt + 90°)] 

= COS (wet - w111 t - 90°) - COS (wet+· Wml + 90°) 

The output of the ·adder is 

V0 = v, + Vz ::::::: .2 COS _(Wc·l-+ Wml + 90°) 

(4-14) 

(4-15) \ 

(4-16) 
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This output is obtained by adding Equations (4-14) and (4-15) and observing 
that the first term of the first equation is 180° out of phase with the first term of the 
second. We have proved that one of the sidebands in the adder is canceled. The other is 
reinforced. The system as shown yields the upper sideband. A similar analysis shows 
that SSE with the lower sideband present will be obtained if both signals are fed 
(phase-shifted) to the one balanced modulator. 

4-3.3 The "Third" Method 
The third method of generating SSE was developed by Weaver as a means of retaining 
the advantages of the phase-shift method, such as its ability to generate SSE at any 
frequency and use low audio frequencies, without the associated disadvantage of an AF 
phase-shift network required to operate over a. large range of audio frequencies. The 
third method is in direct competition with the filter method, but is very complex and 
not often used commercially. 

From the block diagram of Figure 4-6, we see that the latter part of this circuit 
is identical to that of the phase-shift method, but the way in which appropriate voltages 
are fed to the last two balanced modulators at points C and F has been changed. Instead 
of trying to phase-shift the whole range of audio frequencies, this method combines 
them with an AF carrier/0, which is a fixed frequency in the middle of the audio band, 
1650 Hz. A phase shift is then applied to this frequency only, and after the resulting 
voltages have been applied to the first pair of balanced moduiators, the low-pass filters 
whose cutoff frequency is f O ensure that the input to the last pair of balanced moc;lula
tors results in the proper eventual sideband suppression. 

The proof of this method is unduly complex, and therefore not given here. It 
may be shown that all lower sideband signals will be canceled for the configuration of 
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Figure 4-6, regardless of whether audio frequencies are above or below f 0 • If a lower 
sideband signal is required, the phase of the carrier voltage applied to M1 may be 
changed by 180°. 

4-3.4 System Evaluation and Comparison 
The same SSB is generated regardless of which method of generation is used. An 
acceptable single-sideband suppressed-carrier signal is obtained, with either sideband 
removed. It has also been found from subjective listening tests that the quality is much 
the same from all three systems. To put each system into the proper perspective, it is 
necessary to examine the technical differences of the three methods of generation. 

The filter system gives more than adequate sideband suppression (50 dB possi
ble), and the sideband filter also helps to attenuate the carrier, adding a safety feature 
which is absent from the two phasing systems. The bandwidth is sufficiently flat and 
wide, except possibly with crystal filters at the lowest frequencies, where it tends to be 
restricted and to give a "tinny" quality. The big disadvantage of this system had been 
its bulk, but this has been overcome with the advent of small mechanical filters of 
excellent quality and crystal filters-of reduced size. The main disadvantage now is the 
inability of this system to generate SSB at high radio frequencies, so that repeated 
mixing is required in conjunction with extremely stable crystal oscillators. Also, 'there 
are the limitations that low audio frequencies cannot be used, and that two rather 
expensive filters are required with each transmitter to make it capable of suppressing 
either sideband at will. This is an excellent means of generating SSB of communica
tions qilality .. It is used in a vast majority of commercial systems, particularly with 
mechanical filters, except in multichannel equipment, where crystal or even LC filters 
are often used. 

The phase-1ancellation method was originally introduced to overcome the bulk 
of the filter system using LC filters. Since these have · now been replaced by much 
smaller filters, this initial advantage no longer applies, but there are still two others. 
The e,µ;e of switching from one sideband to the other and the ability to generate SSB at 
any frequency, rendering mixing unnecessary. In addition, low audio frequencies may 
be used for modulation. _On the debit side, we have the critical AF phase-shift network. 
Whereas the RF phase shifter operates at one frequency only and is therefore a very 
simple RC circuit, the audio phase shifter is a much more complex device since it has 
to work over a large frequency range. If the phase shifter provides a phase change other 
than 90° at any audio frequency, that particular frequency will not be completely 
removed from the unwanted sideband. Great care in adjustment is necessary, as shown 
in Example 4-2. · · 
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The attenuation under the conditions of Example 4-2 is inadequate for commer
cial operation, in which such attenuation of the unwanted sideband should be at least 
40 dB. The example illustrates the problem involved and also suggests that variation in 
phase shift in practice must be somewhat less than IO

• 

In addition, the system has iwo balanced modulators, which must both give 
exactly the same output (this assumption was made in the proof), or the cancellation 
will again be incomplete. Finally, it has been found in practice that layout is quite 
critical with this system. The result of all these considerations is that the phase-shift 
system is not used commercially, but it is employed widely by amateurs since filters 
tend to be rather expensive. 

The third method requires neither a sideband-suppression filter nor a wideband 
audio phase-shift network. Correct .output can be maintained simply without critical 
parts or adjustments. Low audio frequencies may be transmitted if desired, and since 
the majority of the circuitry is at AF, layout and component tolerances are not critical. 
Sidebands may-also be switched quite easily, but an extra crystal may be required for 
this procedure. On the other hand, de coupling may be needed to avoid the loss of 

- signal components close to the audio carrier frequency. Whistle will exist at that 
frequency if the balance of the low-frequency balanced modulators deteriorates. This 
system is the most complex of the_ three. It has a disadvantage because the filter method 
works so well for present requirements. Although the third method has been used 
commercially, present indications are that it is unlikely to replace the filter method. 

EXTENSIONS OF SSB 

4-4.1 Forms of Amplitude Modulation _/ , 
This section on amplitude modulation defines, describes and lists the main applications 
of the various forms of AM used for telephony and TV, particularly the various forms 
of SSB. The International Telecommunications Union (I. T. U.) Radio Regulations also 
define and describe all forms of emission, however modulated. 

I 
i 
I 
I 
I 

-.------ V 1- --1:::::::::---=-_,.,.. 
- --- f -- ' - --

20 20 

FIGURE 4-7 Imperfect sideband cancellation (see Example 4-2). 
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A3E (previously A3) Double sideband, full carrier. As already discussed, this is 
"standard" AM, used for broadcasting and by now for very little else. 

R3E (previously A3A) Single-sideband, reduced carrier. This is a pilot carrier sys
tem, treated in Section 4-4.2. An attenuated carrier is reinserted into the SSB signal, to 
facilitate receiver tuning and demodulation. Except for so-called maritime mobile dis
tress frequencies (also known as SOLAS-Safety of Life at Sea), especially 
2182 kHz, it is being steadily replaced by BE, on a worldwide basis. 

H3E (previously A3H) Single-sideband, full carrier. This could be used as a compat
ible AM broadcasting system, with A3E receivers. Distortion not exceeding 5 percent 
is claimed for H3E transmissions received by an A3E receiver. 

J3E (previously A3J) Single-sideband, suppressed-carrier. This is. the system so far 
referred to as "SSB," in which the carrier is suppressed by at least 45 dB in the 
transmitter. It was at first slow to. take off, because of the high. receiver stabilities 
required. However, with the advent of acceptable synthesizer-driven receivers, it 
swiftly became the standard form of SSB for radio communications. 

BSE (previously A3B) . Two independent sidebands, with a carrier that is most com
monly attenuated or suppressed. This form of modulation is also known as indepen
dent-sideband emission (ISB) and is treated fully in Section 4-4.3. It is used for HF 
poinHo-point radiotelephony, in which more than one channel is required. 

C3F (previously ASC) Vestigial sideband (used for television video transmissions). 
A system in.which a vestige, i.e., a trace, of the unwanted sideband is transmitted, 
usually with a full carrier. This system is treated in Section 4-4.4. It is used for video 
transmissions in all the world's various TV systems to conserve bandwidth. 

Lincompex This is an acronym which stands for "linked compressor and expander." 
It is basically a system in which all audio frequencies above 2. 7 kHz are filtered out to 
allow for the presence of a control tone at 2.9 kHz with a bandwidth of 120 Hz. 
Lincompex may be used with any form of AM but is most common with B8E, R3E, 
and BE. Before transmission, the signal is passed through an amplitude limiter and a 
compressor, so \hat the·amplitude of the transmitter output remains virtually constant. 
This means that there can also be an amplitude limiter in the receiver, similar to the 
amplitude limiter in an FM receiver (see also Section 5-2), to minimize the effects of 
noise and fading (see Sec.tion 8-2.2). Amplitude variations due to spurious effects will 
be largely removed, and the received signal will be much better than is usual in HF. 
The control tone is frequency-modulated with a signal derived from the transmitter 
compressor. After reception and demodulation, this signal is applied to the receiver 
expander, which ensures that the signal out of the receiver is expanded just as it was 
compressed in the transmitter. The compressor and expander have been linked, and 
normal signal amplitude variations have been reproduced acceptably. This system is 
quite popular for commercial HF radiotelephony, as a cheaper alternative to satellite 
communications on "thin" routes., such as Australia-Antarctica. The quality can ·be 
almost as good as that of satellite or undersea cable communications. 
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4-4.2 Carrier Reinsertion-Pilot-Carrier Systems 
As can be appreciated, J3E requires excellent frequency stability on the part of both 
transmitter and receiver, because any frequency shift, anywhere along the chain of 
events through which the information must pass, will cause an equal frequency shift to 
the received signals. Imagine a 40-Hz frequency shift in a system through which three 
signals are being transmitted at 200,AOO and 800 Hz. Not only will they all be shifted 
in frequency to 160, 360 and 760 Hz, respectively, but their relation to one another 
will also stop being _harmonic. The result is that good-quality music is obviously 
difficult to transmit via J3E. Speech will also be impaired (although it suffers less than 
music) unless long-term stabilities of the order of 1 part in 107 (or better) are attained. 

Such frequency stability has been available from good-quality temperature
stabilized crystal .oscillators for many years. That is fine for fixed-frequency transmit
ters, but receivers are a different proposition altogether, since they must be tunable. 
Until the advent of frequency synthesizers of less-than-monstrous bulk it was, in fact, 
simply not p.QSsible to produce receiver variable-frequency oscillators stable enough 
for J3E. The technique that was used to solve this problem, and which is still widely 
used, is to transmit a pilot carrier with the wanted sideband. The block diagram of 
such a transmitter is very similar to those already shown, with the one difference that 
an· attenuated carrier signal is added to the transmission after the unwanted sideband 
has been removed. The technique of carrier reinsertion for a filter system is illustrated 
in Figure 4-8. 

The carrier is normally reinserted at a level of 16 or 26 dB below the value it 
would have had if it had not been suppressed in the first place, and it provides a 
reference signal to help demodulation in the receiver. The receiver can then use auto
matic frequency control (AFC) similar to that described in Section 5-3.3. This topic is 
further described in Section 6-5 .2. 

Since the frequency stability obtainable over long-term periods with R3E is of 
the order of I part in 107 , such systems are widely employed. They are particularly 
found in transmarine point-to-point radiotelephony and in maritime mobile communi
cations, especially at the distress frequencies. For high-density traffic, short- or long
haul, different modulation techniques are employed. They are known as frequency- or 
time-division multiplex and are treated in Chapters 13 through 15. 

4-4.3 Independent Sideband (ISB) Systems 
As mentioned in the preceding section, multiplex techniques are used for high-density 
point-to-point communications. For low- or medium-density traffic, ISB transmission 
is often employed. The growth of modern communications on many routes has been 

· from a single HF channel, through a four-channel ISB system (with or without Lin
compex) to satellite or submarine cable communications. 

As shown in the block diagram of Figure 4-8, !SB essentially consists of R3E 
with two SSB channels added to form two sidebands around the reduced carrier. Each · 
sideband is quite independent of the other. It can simultaneously convey a totally 
different transmission, to the extent that the upper sideband could be used for tele
phony while the lower sideband carries telegraphy. 

Each 6-kHz channel is fed to its own balanced modulator, each balanced moau, 
lator also receiving the.,.output of the 100-kHz crystal oscillator. The carrier is sup--~--
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FIGURE 4-8 ISB Transmitter. (Based on the Post Office Electrical Engineers' Journal.) 

pressed (by 45 dB or more) in the balanced modulator and the following filter, the 
main function of the filter still being the suppression of the unwanted sideband, as in 
all other SSB systems. The difference here is that while one filter suppresses the lower 
sideband, the other suppresses the upper sideband. Both outputs are then combined in 
the adder with the -26-dB carrier, so that·a low-frequency ISB signal exists at this 
point, with a pilot carrier also present. Through mixing with the output of another 
crystal oscillator, the frequency is then raised to the standard value of 3.1 MHz. Note · 
the use of balanced mixers, to permit easier removal of unwanted frequencies by the 
output filter. 

The signal now leaves the drive unit and enters the main transmitter. Its fre
. quency is raised yet again, through mixing with the output of another crystal oscillator, 
or frequency synthesizer. This.is done because the frequency range for such transmis-. . . 

\ 
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sions lies in the HF band, from 3 to 30 MHz. The resulting RF !SB signal is then 
amplified by linear amplifiers, as might be expected, until it reaches the ultimate level, 
at which point it is fed to a fairly directional antenna for transmission. The typical 
power level at this point is generally between 10 and 60 kW peak. · 

Since each sideband has a w,dth of 6 kHz, it can carry two 3-kHz voice cir
cuits, so that a total of four conversations may be transmitted simultaneously. One set 
of audio signals in each 6-kHz slot will be translated up by 3 kHz, so as to occupy the 
range of3.3 to 5.8 kHz. One or more of the 3-kHz bands may be filled with 15 or more 
telegraph channels, with the use of multiplexing (see also Section 13-3). It is not 
altogether advisable to mix telephone and telegraph channels. in the one sideband, since 
"key clicks" may be heard in the voice circuit. Such hybrid arrangements are some
times unavoidable, however, since demand almost invariably tries to outstrip existing 
facilities. 

Demodulation of !SB in the receiver follows a path similar to that of the modu
lation process and is covered in Section 6-5.2. 

4-4.4 Vestigial Sideband Transmission 
It has been stressed in this chapter that the major advantage of single sideband is the 
bandwidth saving that accrues from its use, although the power saving cannot be 
ignored. As we will see in Chapter 6, some demodulation complications arise from the 
use of BE, as opposed to AM systems in which a carrier is sent. The greater the 
bandwidth occupied by a signal, the greater is the spectrum space that can be saved by 
sending one sideband instead of both. Finally, it was seen in Chapter 3 that, the more 
information that must be sent in a giv.en time, i.e., per second, the larger the bandwidth 
required to send it. 

We may now tum to the question of transmitting the video signals required for 
the proper reception of television, noting that the bandwidth occupied by such signals 
is at least 4 MHz. Bearing in mind filter charact~ristics, a transmitted bandwidth of 
9 MHz would be the minimum requirement if A3E video transmissions were used (this 
is not practical). The use of some form of.SSB is clearly indicated here to ensure 
spectrum conservation. So as to simplify video demodulation in the receiver, the car
rier is, in practice, sent undiminished. Because the phase response of filters, near the 
edges of the flat bandpass, would have a harmful effect on the received video signals in 
a TV receiver, a portion of the unwanted (lower) sideband must also be transmitted. 
The result is vestigial sideband transmission, or C3F, as shown in Figure 4-9a. Please 
note that the frequencies shown there, like the ones used in text, refer strictly only to 
the NTSC TV system in use in the United States, Canada and Japan. The principles are 
the same, but the frequencies are somewhat different in the PAL TV system used in 
Europe, Australia and elsewhere, and again different in the French SECAM system. 

By sending the first 1.25 MHz of the lower sideband (the fir.st 0.75 MHz of it 
undiminished), it is possible to make sure that the lowest frequencies in the wanted 
upper sideband are not distorted in phase by the vestigial'sideband filter. Because only 
the first 1.25 MHz of the lower sideband is transmitted, 3 MHz of spectrum is saved 
for every TV channel. Since the total bandwidth requirement of a teleyision channel is 
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FIGURE 4-9 Vestigial sideband as used for TV video transmission. (a) Spectrum of trans
mitted signals (NTSC); (b) corresponding receiver video amplifier frequency response. 

now 6 MHz instead of 9 MHz, clearly a great saving has been made, and more chan
nels consequently can be accommodated. 

To complete the illustration, Figure 4-9a shows the location, in frequency. of 
the frequency-modulated sound transmissions that accompany the video. It should be 
noted that these transmissions have nothing to do with the fact that the modulation 
system for video is C3F, and would have been there regardless of the video modulation 
system. All these signals occupy frequencies near the video transmissions simply be
cause sound is required with the pictures, and it would not be very practical to have a 

·completely separate receiver for the sound, operating at some frequency remote from 
the video transmitted frequencies. 

Figure 4-9b shows the video frequency response of the television receiver. 
Attenuation is purposely provided for the video frequencies from Oto·] :25 MHz. Extra 
power is transmitted at these ·frequencies (since they ilfe sent in both sidebands, 
whereas the remaining video frequencies are not only in the upper sideband). These 
frequencies would be unduly emphasized in the video[output of the receiver if they 
were not at.tenuated appropriately. . · • · 
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SUMMARY 

Single-sideband modulation is a form of amplitude modulation in which the carrier has 
been canceled out with a balanced modulator, and one of the sidebands has been 
removed by using any one of three different methods. The most common of these is the 
filter method. SSB is made possible because in "ordinary" AM, the carrier contains 
no information while the two sidebands are mirror images of each other. From an 
information-carrying point of view, one of the sidebands is superfluous. The main 
advantages of SSB over DSBFC are that it requires much less power to transmit and 
occupies only half the bandwidth. Its main disadvantage is that it requires very much 
greater system frequency stability for satisfactory operation, and this feature is particu
larly demanding on receivers .. 

Compared with DSBFC, SSB is decidedly a latecomer. Because of the receiver 
frequency stability requirement, SSB is not used in broadcasting, although sporadic 
work on compatible SSB goes on. In compatible SSB a proportion of the carrier would 
be transmitted and could be received by ordinary DSBFC receivers without undue 
distortion. Because of its power and bandwidth savings, SSB is used in a multitude of 
communications systems, notably long distance point-to-point communications and 
mobile communications (including ship-to-shore and shore-to-ship) at frequencies 
below about 30 MHz. As we will see in Chapter 15, SSB is also a basic building block 
in frequency-division multiplexing, a broadband communications technique used for 
multichannel communications in microwave links, terrestrial and ,submarine coaxial 
cables and satellite UP:· and down-links. 

A number of versions of SSB exist in addition to the form in which the carrier 
has been fully suppressed. One SJJCh is the reduced-carrier form, R3E, in which a pilot 
carrier is sent along with the wanted sideband. In BSE, two sidebands are sent, but they 
are qui_te independent.of each other, making it a favorite form of transmission for two
or four-channel HF point-to-point communication links. In the vestigial sideband sys
tem, C3F, the wanted sideband is accompanied by a full carrier and a portion of the 
unwanted sideband: Such a system is used in all of the world's TV systems for their · 
video transmissions. A portion of the unwanted sideband is sent because it would be 
too difficult to suppress in a television system. 

Physically, SSB transipitters are similar to the AM transmitters described ·in 
Chapter 3, except that they are generally smaller, for reasons described above. In 
addition, because SSB is used mostly for (two-w&yi commu11icatio!ls, transceivers
combined transmitter-receivers-are the rule rather than the 'exception. As_ a general 
sort of rule, such transceivers are used for simplex rather than duplex communications, 
so that the transceiver is used alternately to transmit- or receive, but not for both 
simultaneously. This is most apparent by the presence of a press-to-talk facility, gener
ally on the microphone. This kind of/operation has the beneficial effect o_f reducing the 
total number of circuits needed in the equipment, in that quite a number of them can 
double up as parts of either the transmitter or the receiver. 
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MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

1. Indicate the false statement regarding the 
advantages of SSB over double sideband, 
full-carrier AM. 
a. More channel space is available. 
b. Transmitter circuits must be more stable, 

giving better reception. 
c. The signal is more noise-resistant. 
d. Much Jess power is required for the·same 

signal strength. 
2. When the modulation index of an AM wave 

is doubled, the antenna current is also dou
bled. The AM system being used is 
a. Single-sideband, full carrier (H3E) 
b. Vestigial sideband (C3F) 
c. Single-sideband, suppressed carrier 

(BE) . 
d. Double sideband, full carrier (A3E) 

3. Indicate which one of the following advan' 
tages of the phase cancellation· method of 
obtaining SSB over the filter method is 
false: 
a. Switching from one sideband to the 

other is simpler. 
b. It is possible to generate SSB at any fre

quency. 
c. SSB with lower audio frequencies pres

ent can be generated: 
d. There are more balanced modulators; 

therefore the carrier is suppressed better. 
4. The mosi commonly used filters in SSB 

generation are· 
a. mechanical c. LC 
b. RC . d. low-pass 

5. In an SSB transmitter, one is most likely to 
find a 
a. class C audio amplifier 
b. tuned modulator 

c. class B RF amplifier 
d. class A RF output amplifier 

6. Indicate in which one of the following only 
one sideband is transmitted.· 
a. H3E 
b. A3E 
c. B8E 
d. C3F 

7. One of the following cannot be used to re
move the unwanted sideband in SSB. This 
is the 
a. filter system · 
b. phase-shift method 
c. third method 
d. balanced modulator 

8. R3E modulation is sometimes used to 
a. allow the receiver to have a frequency 

synthesizer 
b. simplify the frequency stability problem 

in· reception 
c. reduce the power that must be transmit

ted 
d. reduce the bandwidth required for trans

mi~sion 
9. To provide two or inore vbice circuits with 

the same carrier. it is necessary to use 
a. !SB 
b. carrier reinsertion 
c. SSB with pilot carrier 
d. Lincompex 

10. Vestigial sideband modulation (C3F) is nor
mally used for 
a. HF point-to-point communica-

tions 
b. monaural broadcasting 
c. TV broadcasting 
d. stereo broadcasting 



SINGLE-SIDEBAND TECHNIQUES 77 

REVIEW PROBLEMS 

1. A 400-W carrier is modulated on a depth of75 percent; calculate the total power in the 
modulated wave in the following forms of AM: (a) A3E (b) double-sideband, suppressed 
carrier (c) J3E. 

2. An AM broadcast station has a modulation index which is 0.75 on the average. Wnat 
would be its average power saving if it could go over to J3E transmissions, while having 
to maintain the same signal strength in its reception area? 

3. A signal voltage v, = 25 sin IOOOt and ·a carrier voltage v c = 5 sin ( 4 x 1061) are 
applied to the input of a nonlinear resistance whose input-voltage-output-current charac
teristic can be represented by the expression i0 = (10 + 2v; - 0.2vr) mA. By substitu
tion into Equation ( 4-8), determine the amplitudes and frequencies of all the components 
in the output current from this nonlinear resistance. Calculate the percentage modulation if 
the output current is passed through a tuned circuit, so that only the components appropri
ate tp AM are produced. 

4. A J3E transmitter operating at 16 MHz has a frequency stability of 1 part per million. 
If its transmission is reproduced by a receiver whose frequency stability is 8 parts per 
million, what is the maximum frequency error that the output of this receiver could have 
in reproducing this transmission? 

REVIEW QUESTIONS 
1. What is single-sideb,µid suppressed-carrier (J3E) modulation? What are its advantages 
with respect to "ordinary" AM (A3E)? 

2. What are the disadvantages of J3E with respect to A3E? 

3. A modulated waveform has the appearance of Figure 4-10. How would you determine 
whether it is the waveform of a suppressed-carrier signal, rather than that of a 100 percent 
modulated A3E wave? 

4. Show how to derive the equation normally used to describe a nonlinear resistance. 

5. Show mathematically what happens when two frequencies are added and then passed 
through a nonlinear resistance. List the various circuits and processes which make use of 
this state of affairs. . ! 

FIGURE 4-10 Modulated voltage of Review Question 4-3. 
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6. Prove that the balanced modulator produces an output consisting of sidebands only, 
with the carrier removed. Other than in SSB generation, what applications can this circuit 

have? 
7. Draw the block diagram of an SSB transmitter using the filter system. Why must the 
filter have such sharp cutoff outside the passband? In a transmitter, must this cutoff be 
equally sharp on each side of the filter's passband? 

8. What are linear amplifiers? Why are they used in SSB transmitters? 

9. Draw the block diagram of a phase cancellation SSB generator and explain how the 
carrier and the unwanted sideband are suppressed. What change is necessary to suppress 
the other sideband? 
10. Compare the three main systems of SSB generation by drawing up a table of the 
outstanding characteristics of e_ach system. 
11. Why could BE not be used for ·:compatible" broadcasting? What form of SSB might 
be so used? 
12. Explain briefly what Lincompex is. Could it be used with any form of SSB? 

13. In what way does the use of a piibt-carrier system help to reduce the difficulties of 
. receiving and demodulating BE? What is the alternative to the use of R3E if high receiver 

· frequency stability is needed? · 

14. Define and describe independent-sideband transmission. 

15. Draw the block diagram of an !SB transmitter, operating at 22.275 MHz, without a 
pilot carrier, and with two 3-kHz sidebands. 



Frequency Modulation 
Following the pattern set in Chapter 3, this 
chapter covers the theory of frequency modu
lation, and its generation. Both the theory 
and the ge!leration of FM are a good deal 
more complex to think about and visualize 
than those of AM. This is mainly because FM 
involves minute frequency variations of ·me . 
carrier, whereas AM results in large-scale 
amplitude variations of the carrier. FM is 
more difficult to determine mathematically 
and has sideband behavior that is equally 
complex. 

Having studied this chapter, students 
will understand that FM is a form of angular 
modulation and that phase modulation is 

. another .similar form. The theory of both is 
discussed in detail, as are their similarity and 
important differences. It will be seen that fre.
quency modulation is the preferred form for 
most applications. Frequency and amplitude 
modulation are then compared, on the basis 
that both are widely used practical systems . 

Unlike amplitude modulation, FM is, 
or can be made, relatively inunune to the ef
fects of noise. This point is discussed at 
length. It will be seen that the effect of noise 
in FM depends on the noise sideband fre
quency, a point that is brought out under the 
heading of noise triangle. It will be shown 
that processing of the modulating signals, 
known as pre-emphasis and de-emphasis, 
plays an important part in making FM rela
tively immune to noise. 

The final topic studied in this chapter 
is the generation of Fl';I. It will be shown that 
two basic methods of generation exist. The 
first is direct generation, in which a voltage
dependent reactance varies the frequency of 
an oscillator. The second method is one in 

-which basically phase modulation is gener
ated, but circuitry is used to convert this to 
frequency modulation. Both methods . are 
used in practice. 

. OBJECTIVES 

Upon completing the material in Chapter 5, the student will be able to: 

Understand the theory of frequency modulation (FM). 

Draw an FM waveform. 

Determine by calculation, the modulation index (Ml). 

Analyze the frequency spectrum using Bessel functions. 
i ' 

Understand the differences between AM, PM, and FM. 

79 
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Explain the effect of noise on a frequency modulation wave. 

Define and explain pre-emphasis and de-emphasis. 

Understand the theory of stereo FM. 

Identify the various me_thods of FM. 

THEORY OF FREQUENCY AND PHASE MODULATION 

Frequency modulation is a system in which the amplitude of the modulated carrier is 
kept constant, while its frequency and rate of change are varied-by the modulating 
signal. The first practical system was put forward in 1936 as an alternative to AM in an 
effort to make radio transmissions more resistant to noise. Phase modulation is a 
similar system in which the phase of the carrier is varied instead of its frequency; as in 
FM, the amplitude of the carrier remains constant. 

· Let's assume for the moment that the carrier of the transmitter is at its resting 
· frequency (no modulation) of 100 MHz and we apply a modulating signal. The ampli
tude of the modulating signal will cause the carrier to deviate (shift) from this resting 
frequency by. a certain amount. If we increase the amplitude (loudness) of this signal 
(see Figure 5-16), we will increase the deviation to a maximum of75 kHz as specified 
by the FCC. If we remove the modulation, the carrier frequency shifts back to its 
resting frequency· (100 MHz). 

We can see by this example that the deviation of the carrier is proportional to 
the amplitude of the modulating voltage. The shift in the carrier frequency from its 
resting point compared to the amplitude of the modulating voltage is called the devia
tion ratio (a deviation ratio of 5 is the maximul)l allowed in commercially broadcast 
FM). 

The rate at which the carrier shifts from its resting point to a nonresting point is 
determined by the frequency of the modulating signal (the interaction between the 
amplitude and frequency of the modulating signal on the carrier is complex and re
quires the use 'of Bessel's functions to analyze the results). 

If the modulating signal (AF) is 15 kHz at a certain amplitude and the carrier 
shift (because of the modulating voltage) is 75 kHz, the transmitter will produce eight 
significant sidebands (see Table 5-1). This is known as the maximum deviation ratio: 

TABLE 5-1 
MODULATION 
INDEX 

I 
2 
3 
4 
5 '· . 

SIDEBANDS. 
3 
4 
6 
7 
8 (maximum) 
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. . . fdev (max) 
Deviatmn ration = =-'-'---'-

!AF (max) 

If the frequency deviation of the carrier is known and the frequency of the modulating 
voltage (AF) is known, we can now establish the modulation index (MI): 

Mod I . . d fdev uationm ex=-
!AF 

Both these terms are important because of the bandwidth limitations placed on 
wideband FM transmitting stations by the regulating agencies throughout the world 
(this will be covered in detail later in this chapter). 

5-1.1 Description of Systems 
The general equation of an unmodulated wave, or carrier, may be written as 

x = A sin (wt+ q,) 

where x = instantaneous value ( of voltage or current) 

A = (maximum) amplitude 

w = angular velocity, radians per second (rad/s) 

q, = phase angle, rad 

Note that wt represents an angle in radians. 

(5-1) 

If any one of these three parameters is varied in accordance with another signal, 
normally of a lower frequency, then the second signal is called the modulation, and the 
first is said to be modulated by_the second. Amplitude modulation, already discussed, 
is achieved when the amplitude A is v,µied. Alteration of the phase angle <f, will yield 
phase modulation. If the frequency of the carrier is made to vary, frequency-modulated 
waves are obtained. 

It is assumed that the modulating signal is sinusoidal. This signal has two 
important parameters which must be represented by the modulation process without 
distortion, specifically, its amplitude and frequency. It is understood that the phase 
relations of a complex modulation signal will be preserved. By the definition of fre- i 
quency modulation, the amount by which the carrier frequency is varied from its 
unmodulated value, called the deviation, is made proportional to the instantaneous 
amplitude of the modulating voltage. The rate at which this frequency variation 
changes or takes place is equal to the modulating frequency. 

The situation is illustrated in Figure 5-1, which shows the modulating voltage 
and the resulting frequency-modulated wave., Figure. 5-1 also shows the frequency 
variation with time, which can be seen to be identical to the variation with time of the 
modulating voltage. The result of using that modulating voltage to produce AM is also 
shown for comparison. As in FM,· all signals having the same amplitude will deviate 
the carrier frequency by the same amount, for example, 45 kHz, no matter what their 
frequencies. All signals of the same frequency, for example, 2 kHz, will deviate the 
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+, 

-, 

(a) Modulating signal 

(b) Amplitude modulation 

{Greatly exaggerated) 

kl frequency modulation 

(d) Frequen.cy vs. time in FM 

FIGURE 5~1 Basic modulation waveforms. 

carrier at the same rate of 2000 times per second, no matter what their individual 
amplitudes. The amplitude of the frequency-modulated wave remains constant at all 
times. This is the greatest single advantage of FM. 

5-1.2 Mathematical Representation of FM 
From Figure 5-ld, it is seen that the instantaneous frequency f of the frequency-modu
lated wave is given by 

J= Jc (I + kVm COS Wmt) 

where Jc = unmodulated (or average) carrier frequency 
k = proportionality constant 

Vm cos Wmt = instantaneous modulating voltage (cosine being preferred for 
simplicity in calculations) 

(5-2) 

The maximum deviation for this particular signal will occur when the cosine 
term has its maximum value, ± I. Under these conditions, the instantaneous frequency 
will be 

' f= fc (I ± k1\,) (5-3) 

( 
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so that the maximum deviation 5 will be given by 

ii= kVmfc (5-4) 

The instantaneous amplitude of the FM signal will be given by a formula of the 
form 

v = A sin [F (wc,wm)l = A sin 0 (S-5) 

where F (wc,wm) is some function of the carrier and modulating frequencies. This 
function represents an angle and will be called O for convenience. The problem now is 
to determine the instantaneous value (i.e., formula) for this angle. 

As Figure 5,2 shows, 0 is the angle traced out .by the vector A in time t. if A 
were rotating with a constant angular velocity, for example, p, this angle· O would be 
given by pt (in radians). In this instance the angular velocity is anything but constant. It 
is governed by the formula for w obtained from Equation (5-2), that is, w = ~; (I + 
kVm cos Wmt). In order to find 0, w must be integrated with respect to time. Thus 

0 = fw dt = fwc (I+ kVm COS Wmt) dt = Wcf (I+ kVm COS Wmt) dt 

( 
kVm sin Wmt) kVmWc sin Wmt = We t + = Wet + -~~-~~ 

Wm Wm 

. (S-6) 

The derivation utilized, in turn, the fact that We is constant, the formula 
f cos nx dx = (sin nx)ln and Equation (5-4), which had shown that kVmfc = ii. Equa
tion (5-6) may now be substituted into Equation (5-5) to give the instantaneous value 
of the FM voltage; therefore 

V = A sin ( Wei + _§_ sin Wmt) 
fm 

The modulation index for FM, m1, is defined as 

(maximum) frequency deviation ii 
= 

modulating frequen.cy fm -

t=t 

• 
L--'----....:...-- !=O 

FIGURE 5-2 Frequency-modulated vectors. 

(S-7) 

(5-8) 
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Substituting Equation (5-8) into (5-7), we obtain 

v = A sin (wet + m1 sin Wmt) (5-9) 

It is important to note that as the modulating frequency decreases and the 
modulating voltage amplitude (Ii) remains constant, the modulation index increases. 
This will be the basis for distinguishing frequency modulation from phase modulation. 
Note that m1, which is the ratio of two frequencies, is measured in radians. 

/l>= 2X.7.2 ':' 14.4kllz 

·. Similarly, when Ym,; IOV, . 

ll = tx 10 = 20 kHz 

• ~5-2 ••·flltld ~~i,r~-~tilatingfreqilen~i~, die ~ulll~~;;.J~ 
· and the.Jll3Ximu,m deviation of the FM wave represented by the voltage- equation,\ 
: v = 12 sin (6 x 1081 + 5 sin 12SOr). What power will'lhis FM wave.dissipate in a i 
: · 10-0 resistor? · · · : 
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5-1.3 Frequency Spectrum of the FM Wave 
When a comparable stage was reached with AM theory, i.e., when Equation (3-7) had 
been derived, it was possible to tell at a glance what frequencies were present in the 
modulated wave. Unfortunately, the situation is far more complex, mathematically 
speaking, for FM. Since Equation (5-9) is the sine of a sine, the only solution involves 
the use of Besse/functions. Using these, it may then be shown that Equation (5-9) may 
be expanded to yield 

v = A{Jo(m1) sin Wei 

+ J 1(m1) [sin (we+ wm)t - sin (we - Wm)t] 

+ Ji(mr) [sin (we + 2wm)t + sin (w, - 2wm)t] 

+J,(m.r) [sin (we+ 3wm)t - sin (w, - 3wm)t] 

+ J4(111r) [sin (w, + 4w,,,)t + sin (w, - 4w,,,)t]· · ·} (5-10) 

It can be shown that the output consists of a carrier and an apparently infinite 
number of pairs of sidebands. each preceded by J coefficients. These are Bessel func
tions. Here they happen to be of the first kind and of the order denoted by the subscript, 
with the argument m.r. J,,(m1) may be shown to be a solution of an equation of the form 

d2y dv 
(m1)2 --

2 
+ m1 -·- + (m/ - n2 )y = 0 

dm1 dm1 
(5-11) 

This solution, i.e., the formula for the Bessel function, is 

1 111 
_ ( mi)" [..!... _ (mtf2)

2 + (mtf2)
4 

_ (m/2)
6 + .. ·] 

· .( f) - 2 n! l!(n + !)! 2!(n + 2)! 3!(n + I)! 
(5-12) 

In order to evaluate the value of a given pair of sidebands or the value of the 
carrier, it is necessary to know the value of the corresponding Bessel function. Sepa
rate calculation from Equation (5-12) for each case is not required since infortnation of 
this type is freely available in table form, es in Table 5-2, or graphical furm, as in 
Figure 5-3. 

Observations The mathematics of the previous discussion may be reviewed in a 
series of observations as follows: 

1. Unlike AM, where there are only three frequencies (the carrier and the fi.rst two 
sidebands), FM has an infinite number of sidebands, as well as the carrier. They 
are separated from the carrier by/,,,, 2/,,,, 3/,,,, ... , and thus have a recurrence 
frequency off,,,. 
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TABLE 5-2 Bessel Functions of the First Kind 
X 

(mi) 

0.00 
0.25 
0.5 
1.0 
1.5 
2.0 
2.5 
3.0 
4.0 
5.0 

·6.0 
7.0 
8.0 
9.0 

10.0 
12.0 
15.0 

nor Order 

Jo J, J, J, J, J, J, ]7 J, J,, ln 112 ]13 ]14 Its 11<, 
1.00 
0.98 0.12 
0.94 0.24 0.03 
0. 77 0.44 O. ll 0.02 
0.51 0.56 0.23 0.06 O.Dl 
0.22 0.58 0.35 0.13 O.D3 

-0.05 0.50 0.45 0.22 O.OJ 0.02 
-0.26 0.34 0.49 0.31 0.13 0.04 0.01 
-0.40 -O.D7 0.36 0.43 0.28 0.13 0.05 0.02 
-0.18 -0.33 0.05 0.36 0.39 0.26 0.13 0.05 0.02 

0.15 -0.28 -0.24 O. ll 0.36 0.36 0.25 0.13 0.06 0.02 
0.30 0.00 -0.30 -0.17 0.16 0.35 0.34 0.23 0.13 0.06 O.D2 -
0.17 0.23 -0.ll -0.29 -0.10 0.19 0.34 0.32 0.22 0.13 0.06 0.03 -

-0.09 0.24 0.14 -0.18 -0.27 -0.06 0.20 0.33 0.30 0.21 0.12 0.06 0.03 0.01 -
-0.25 0.04 0.25 0.06 -0.22 -0.23 -0.01 0.22 0.31 0.29 0.20 0.12 0.06 0.03 0.01 -

0.05 -0.22 -0.08 0.20 0.18 -O.D7 -0.24 -0.17 0.05 0.23 0.30 0.27 0.20 0.12 0.07 0.03 0.01 
-0.01 0.21 0.04 -0.19 -0.12 0.13 0.21 0.03 -0.17 -0.22 -0.09 0.10 0.24 0.28 0.25 0.18 0.12 

2. The J coefficients eventually decrease in value as n increases, but not in any 
simple manner. As seen in Figure 5-3, the value fluctuates on either side of zero, 
gradually diminishing. Since each J coefficient represents the amplitude of a par
ticular pair of sidebands, these also eventually decrease, but only past a certain 
value of n. The modulation index determines how many sideband components 
have significant amplitudes. 

3. The sidebands at equal distances from fc have equal amplitudes, so that the 
sideband distribution is symmetrical about the carrier frequency. The J coeffi
cients occasionally have negative values, signifying a 180' phase change for that 
particular pair of sidebands. 
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4. Looking down Table 5-2, as m1 increases, so does the value of a particular J 
coefficient, such as J12. Bearing in mind that m1 is inversely proportional to the 
modulating frequency, we see that the relative amplitude of distant sidebands 
increases when the modulation frequency is lowered. The previous statement as
sumes that deviation (i.e., the modulating voltage) has remained constant. 

5. In AM, increased depth of modulation increases the sideband power and therefore 
the total transmitted power. In FM, the total transmitted power always remains 
constant, but with increased depth. of modulation the required bandwidth is in
creased. To be quite specific, what increases is the bandwidth required to transmit 
a relatively undistorted signal. This is true because increased depth of modulation 
means increased deviation, and therefore an increased modulation fodex, so that 
more distant sidebands acquire significant amplitudes. 

6.· As evidenced by Equation (5-10), the theoretical bandwidth required in FM is 
infinite. In practice, the bandwidth used is one that has been calculated to allow 
for all significant ampliiudes of sideband components under the most exacting 
conditions. This really ,neans ensuring that, with maximum deviation by the high
est modulating frequency, no significant sideband components are lopped off. 

7. In FM, unlike in AM, the amplitude of the carrier component does not remain 
constant. Its J coefficient is J0, which is a Junction of m1. This may sound some
what confusing but keeping the overall amplitude of the FM wave constant would 
be very difficult if the amplitude of the carrier were not reduced when the ampli
tude of the various sidebands increased. 

8. It is possible for the carrier component of the FM wave to disappear completely. 
This happens for certain values of the modulation index, called eigenvalues. Fig
ure 5-3 shows that these are approximately 2.4, 5.5, 8.6, 11.8, and so on. These 
disappearances of the carrier for specific values of m1 form a handy basis for 
measuring deviation. · 

Bandwidth and required spectra Using Table 5-2, it is possible to evaluate the size 
of the carrier and each sideband for each specific or value of the modulation index. 
\\'.hen this is done, the frequency spectrum of the FM wave for that particular value of 
m1 may be plotted. This is done in Figure 5-4, which shows these spectrograms first for 
~ncreasing deviation Um constant), and then for decreasing modulating frequency (/l 
constant). Both the table and the spectrograms illustrate the observations, especially 
points 2, 3, 4, and 5. It can be seen that as modulation depth increases, so does 
bandwidth (Figure 5-4a), and also that reduction in modulation frequency increases the 
number of sidebands, though not necessarily the bandwidth (Figure 5-4b). Another 
point shown very _J;learlyis that although the number of sideband components is theo
retically infinite, in practice a lot of the higher sidebands have insignificant relative 
amplitudes, and this is why they are not shown in the spectrograms. Their exclusion in 
a practical system will not distort the. modulated wave unduly. , 

In order to calculate the required bandwidth accurately, the student need only 
look at the table to see which.is the.last J coefficient shown for that value of 111odulation 
index. 
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m1 = 0.5 

m1 = 1.5 

, I I I I , 111 111 

r I • 

(a) Constant/,,,, increasing o (bl Constant o. increasing/m 

FIGURE 5-4 FM spectrograms. (After K. R. Sturley, Frequency-Modulated Radio, 2d ed., George 

Newnes Ltd., London, 1958, by permisSion of the publisher.) 

·;ts 

!' ~ ·· ;Q/able'5d1 'it.Ji••· ii.'thlii-thelliMtJ • · · ··' " 
c,otJi:'Thfs'~~~~llr' ei\.i··=,"'r!ii" 
k1iYt-iillf.+··if~f1hallbIO'fdihtii:-~f1f' . 
'.' 'hfi&.~tlfcim~1~ -?diii:ei:fJ~: iiilt: . . . . ·~;~Jnit.qHp.; 

:·-~~!i~,~~2~·-~···~ .. ;,i::~;~'''';i' ~-;~;-J~J;~~:;;:~';,t,;!iit.;.~~ 
A rul~ of thumb (Carson's rule) states that (as a good approximation) the band

width requireil to pass an FM wave is twice the sum of the deviation and the highest 
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modulating frequency, but it must be remembered that this is only an approximation. 
Actually, it does give a fairly accurate result if the modulation index is in excess of 
.about 6. 

5-1.4 Phase Modulation 
Strictly speaking, there are two types of continuous-wave modulation; amplitude mod
ulation and angle modulation. Angle modulation may ·be subdivided into two distinct 
types; frequency modulation and phase modulation (PM). Thus, PM and FM are 
closely allied, and this is the first reason for considering PM here. The second reason is 
somewhat more practical. It is possible to obtain frequency modulation from phase 
modulation by the so-called Armstrong system. Phase modulation is not used in practi
cal analog transmission systems. 

If the phase q, in the equation v = A sin (wet+ q,) is varied so that its magni
tude is proportional to the instantaneous amplitude of the modulating voltage, the 
resulting wave is phase-modulated. The expression for a PM wave is 

(5-13) 

where <f>m is the maximum value of phase change introduced by this particular modulat
ing signal and is proportional to the maximum amplitude of this modulation. For the 
sake of uniformity, this is rewritten as 

(5-14) 

where mp = <f>m = modulation index for phase modulation. 
To visualize phase modulation, consider a horizontal metronome or pendulum 

placed on a rotating record turntable. As well as rotating, the arm of this metronome is 
swinging sinusoidally back and forth about its mean point. If the maximum displace
ment of this swing can be made proportional to the size of the "push" applied to the 
metronome, and if the frequency of swing can be made equal to the number of 
"pushes" per second, then the motion of the arm is exactly the same as that of a 
phase-modulated vector. Actually, PM seems easier to visualize than FM. 

Equation (5-13) was obtained directly, without recourse to the derivation re
quired for the corresponding expression for FM, Equation (5-9). This occurs because 
in FM an equation for the angular velocity was postulated, from which the phase angle 
for v = A sin ( 8) had to be derived, whereas in PM the phase relationship is defined 
and may be substituted directly. Comparison of Equations (5-14) and (5-9) ~hows them 
to be identical, except for the ·different definitions of the modulation index. It is obvi
ous that these two forms of angle modulation are indeed similar. They will now be 
compared and contrasted. 

5-1.5 Intersystem Comparisons 

Frequency and phase modulation From the purely theoretical point of view, the 
difference between FM and PM is quite simple-the modulation index is defined 
differently in each system. However, this is not nearly as obvious as the difference 
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between AM and FM, and it must be developed further. First the similarity will be 
stressed. 

In phase modulation, the phase deviation is proportional to the amplitude of the 
modulating signal and therefore independent of its frequency. Also, since the phase
modulated vector sometimes leads and sometimes lags the reference carrier vector, its 
instantaneous angular velocity must be continually changing between the limits im
posed by </>m; thus some form of frequency change must be taking place. In frequency 
modulation, the frequency deviation is proportional to the amplitude of the modulating 
voltage. Also, if we take a reference vector, rotating with a constant angular velocity 
which corresponds to the carrier frequency, then the FM vector will have a phase lead 
or lag with respect to the reference, since its frequency oscillates betweenfc - /5 and 
Jc + 8. Therefore FM must be a form of PM. With this close similarity of the two 
forms of angle modulation established, it now remains to explain the difference. 

If we consider FM as a form of phase modulation, we must determine what 
causes the phase change in FM. The larger the frequency deviation, the larger the 
phase deviation, so that the latter depends at least to a certain extent on the amplitude 
of the modulation, just as in PM. The difference is shown by comparing the definition 

' of PM, which states in part that the modulation index is proportional to the modulating 
voltage only, with that of the FM, which. states that the modulation index is also 
inversely proportional to the, modulation frequency. This means that under identical 
conditions FM and PM are indistinguishable for a single modulating frequency. When 
the modulating frequency is changed the PM modulation index will remain constant, 
whereas the FM modulation index will increase as modulation frequency is reduced, 
and vice versa. This is best illustrated. with an example. 

EXAMPLE 5-4 A 25-MHz carrier is modulated by a 400-Hz audio sine wave. If the 
c~er voltage is 4 V and the maximum deviation is 10 kHz, write the._equation of this 
modulated wave for (a) FM aod (b) PM, If the modulating frequency is now changed 
to 2 kHz, all else remaining constant, write a new equation for (c) FM and (d) PM. 

SOLUTION 
Calculating the frequencies in radians, we haVe 

w, = 2,r X 25 X 106 = 1.57 X 108 rad/s 

Wm= 2,r X 400 = 2513 rad/s 

· The modulation index will be 

/5 10,000 
m=m1 =m =-=---. =25 

p f,,, 400 

This yields the equations 

(a) v = 4 sin (1.57 x l08t + 25 sin 2513t) (FM) 
(b) V = 4 sin 0.57 X 108t + 25 sin 2513t) (PM) 

Note that the two expressions are identical, as should have been anticipated. 'Now; 
when the modulating frequency is multiplied by 5, the equation will show a fivefold 
increase in the.(angular) modulating frequency. While the modul.ation.ln.dexin·FMis 
reduced fiv~fold, for PM the modulation index remains cons1a11t. · !Jep~ . . .. . 

' •··•• •\ · '• ,•, ·, ,,.~,;,0-.. :_.~·v-,v 
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: .(c) v = 4 sin (L57 X 108_1 + 5 sin 12,5651) (Ffy/.J 
· (d) v = 4 sin (1.57 x !081 + 25 sin 12,5651) (PM) 

; - _ N9te lb!ttl!e difference be~een FM and PM is ll!)t,apJ>111!!nt at a single modulating 
frequency. It reveals itself in the differing behavior of the two systems when the modu-
lating frequency is varied. ' 

The practical effect of all these considerations is that if an FM transmission 
were received on a PM receiver, the bass frequencies would have considerably more 
deviation (of phase) than a PM transmitter would have given them. Since the output of 
a PM receiver would be proportional to phase deviation (or modulation index), the 
signal would appear unduly bass-boosted. Phase modulation received by an FM system 
would appear to be lacking in bass. This deficiency could be corrected by bass boost
ing the modulating signal prior to phase modulation. This is the practical difference 
between phase and frequency modulation. 

Frequency and amplitude modulation Frequency and amplitude modulation are 
compared on a different basis from that for FM and PM. These are both practical 
systems, quite different from each other, and so the performance and characteristics of 
the two systems will be compared. To begin with, frequency modulation has the fol-
lowing advantages: -

1. The amplitude of the frequency-modulated wave is constant. It is thus independent 
of the modulation depth, whereas in AM modulation depth governs the transmitted 
power. This means that, in FM transmitters, low-level modulation may be used 
but all the subsequent amplifiers can be class C and therefore more efficient. Since 
all these amplifiers will handle constant power, they need not be capable of man
aging up to four times.the average power, as they must in AM. Finally, all the 
transmitted power in FM is useful, whereas in AM most of it is in the transmitted 
carrier, which contains no useful infonriation. 

2. FM receivers can be fitted with amplitude limiters to remove the amplitude varia
tions caused by noise, as shown in Section 5-2.2; this makes FM reception a good 
deal more immune to noise than AM reception. 

3. It is possible-to reduce noise still further by increasing the deviation (see Section 
5C2. l). This is a feature which AM does 'not have, since it is not possible to exceed 
100 percent modulation without causing severe distortion. 

4. Commercial FM broadcasts began in 1940, decades after their AM co.interparts. 
They have a number of advantages due to better planning and other considera
tions. The following are the most important ones: 
a. Standard frequency allocations (allocated worldwide by the International Radio 

Consultative Committee (CCIR) of the l.T.U.) provide a guard band between 
commercial FM stations, so that there is less adjacent-channel interference than 
in AM; 

b. FM broadcasts operate in ·the upper VHF and UHF frequency ranges, at which 
there happens to be less noise than in the MF and HF ranges occupied by AM 
broadcasts; 
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c. At the FM broadcast frequencies, the space wave is·used for propagation, so 
that the radius of operation is limited to slightly more than line of sight, as 
shown in Section 8-2.3. It is thus possible to operate several independent 
transmitters on the same frequency with considerably less interference than 
would be possible with AM. 

The advantages are not all one-sided, or there would be no AM transmissions 
left. The following are some of the disadvantages of FM: 

1. A much wider channel is required by FM, up to 10 times as Jarg~ as that needed by 
AM. This is the most significant disadvantage of FM. 

2. FM transmitting and receiving equipment tends to be more complex, particularly 
for modulation and demodulation. 

3. Since reception is limited to line of sight, the area of reception for ·FM is much 
smaller than for AM. This may be an advantage for cochannel allocations, but it 
is a disadvantage for FM mobile communications over a wide area. Note that this 
is due not so much to the intrinsic properties of FM, but rather to the frequencies 
employed for its transmission. 

5~ 2 NOISE AND FREQUENCY MODULATION 

Frequency modulation is mu.ch more immune to noise than amplitude modulation and 
is significantly more immune than phase modulation. In order to establish the reason 
for this and to determine the extent of the improvement, it is necessary to examine the 
effect of noise on a carrier. 

5-2.1 Effects of Noise on Carrier-Noise Triangle 
A single-noise frequency will affect the output of a receiver only if it falls within its 
bandpass. The carrier and noise voltages will mix, and if the difference is audible, it 
will naturally interfere with the reception of wanted signals. If such a single-noise 
voltage is considered vectorially, it is seen that the noise vector is superimposed on the 
carrier, rotating about it with a relative angular velocity "'" - "'c· This is shown in 
Figure 5-5. The maximum deviation in amplitude ·from the average value will be Vn, 
whereas the maximum phase deviation will be cf,= sin- 1 (VnlVc), 

"'-w 
n _.;,-"'?:------------~-;/ -\ ;t.', 

.... ---- I \ \ 
---- I \ \ 

----1-"i}) t ! ~ vn J 
w Ve \ j 

C \ / ' , ' ' ', ,,/ ......... ______ .... -"' 

FIGURE 5-5 Vector effect of noise.on carrier. 
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Let the noise voltage amplitude be one-quarter of the carrier voltage amplitude. 
Then the modulation index for this amplitude modulation by noise will be m = 
V.!Vc = 0.25/1 = 0.25, and the maximum phase deviation will be cf, = 
sin- 1 0.25/1 = 14.5°. For voice communication, an AM receiver will not be affected 
by the phase change. The FM receiver will not be bothered by the amplitude change, 
which can be removed with ari amplitude limiter, as will be seen in Chapter 6. It is now 
time to discuss whether or not the phase change affects the FM receiver more.than the 
amplitude change affects the AM receiver. 

The comparison will initially be made under conditions that will prov.e to be the 
worst case for FM. Consider that the modulating frequency (by a proper signal, this 
time) is 15 kHz, and, for convenience, the modulation index for both AM and FM is 
unity. Under such conditions the relative noise-to-signal ratio in the AM receiver· will 
be 0.25/1 = 0.25. For FM, we first convert the unity modulation index from radians to 
degrees (I rad = 57 .3°) and then calculate the noise-to-signal ratio. Here the ratio is 
14.5°/57 .3° = 0.253, just slightly worse than in the AM case. 

The effects of noise frequency change must now be considered. In AM, there is 
no difference in the relative noise, carrier, and modulating voltage amplitudes, when 
both the noise difference and modulating frequencies are reduced from 15 kHz to the 
normal minimum audio frequency of 30 Hz (in high-quality broadcast systems). 
Changes in the noise and modulating frequency do not affect the signal-to-noise (SIN) 
ratio in AM. In FM the picture is entirely different. As the ratio of noise to carrier 
voltage remains constant, so does the value of the modulation index remain constant 
(i.e., maximum phase deviation). It should be noted that the noise voltage phase
modulates the carrier. While the modulation index due to noise remains constant (as 
the noise sideband frequency is reduced), the modulation index caused by the signal 
will go on increasing in proportion to the reduction in frequency. The signal-to-noise 
ratio in FM goes on reducing with frequency, until it reaches its lowest value when 
both signal and noise have an audio output frequency of 30 Hz. At this point the 
signal-to-noise ratio is 0.253 x 30/15,000 = 0.000505, a reduction from 25.3 percent 
at 15 kHz to 0.05 percent at 30 Hz. 

Assuming noise frequencies to be evenly spread across the frequency spectrum 
of the receiver, we can·see that noise output from the receiver decreases uniformly with 
noise sideband frequency for FM. In AM it remains constant. The situation is illus
trated in Figure 5-6a. The triangular noise distribution for FM is called the noise 
triangle. The corresponding AM distribution is of course a rectangle. It might be 
supposed from the figure that the average voltage improvement for FM under these 
conditio~s would be 2: 1. Such a supposition might be made by considerini the aver
age audio frequency, at which FM noise appears to be relatively half the size of the AM 
noise. However, the picture is more complex, and in fact the FM improvement is only 
\/3: I as a voltage ratio. This is a worthwhile improvement-it represents an increase 
of 3: 1 in the (power) signal-to-noise ratio for FM compared with AM. Such a 4. 75-dB 

~ . 
improvemenf is certainly worth having. · 

It will be noted that this discussion began with noise voltage that was definitely 
lower than the signal voltage. This was done on purpose. The amplitude limiter previ
ously mentioned is a device that is actuated by the stronger signal and tends to reject 
the weaker signal, if two simultaneous signals are received. If peak noise voltages 
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FIGURE 5-6 Noise sideband distribution (noise triangle). (a) m1 = l at the maximum 
frequency; (b) m, = 5 at the maximum frequency. 

exceeded signal voltages, the signal would be excluded by the limiter. Under condi
tions of very low signal-to-noise ratio AM is the superior system. The precise value of 
signal-to-noise ratio at which this becomes apparent depends on the value of the FM 
modulation index. FM becomes superior to AM at the signal-to-noise ratio level used 
in the e~ample (voltage ratio =_ 4, power ratio = 16 = 12 dB) at the amplitude limiter 
input. 

A number of other considerations must now be taken into account. The first of 
these is that m = I is the maximum permissible modulation index for AM, whereas in 
FM there is no such limit. It is the maximum frequency deviation that is limited in FM, 

· to 75 kHz in the wideband VHF broadcasting service. Thus, even at the highest audio 
frequency of 15 kHz, the modulation index in FM is permitted to be as high as 5. It 
may of course be much higher than that at lower audio frequencies. For example, 75 
when the modulating frequency is I kHz. If a given ratio of signal voltage to noise 
voltage exists at the output of the FM amplitude limiter when m = I , this ratio will be 
reduced in proportion to an increase in modulation _index. When mis made equal 10·2, 
the ratio of signal voltage to noise voltage at the limiter output in the receiver will be 
doubled. It will be tripled when m = 3, and so on. This ratio is thus proportional to the 
modulation index, and so the signal-to-noise (power) ratio in the output of an FM 
receiver is proportional to the square of the modulation index. When m = 5 (highest 
permitted when fm = 15 kHz), there will be a 25: I (14-dB) improvement for FM, 
whereas no such improvement for AM is possible. Assuming an adequate initial signal
to.noise ratio at the receiver input, an overall h,iprovement of 18.75 dB at the receiver 
output is shown at this point by wideband FM compared with AM. Figure 5-6b shows 
the relationship when m = 5 is used at the highest frequency. 

This leads us to the second consideration, that FM has properties which permit 
the trading of bandwidth for signal-to-noise ratio, which cannot be done in AM. In 
connection with this., one fear should be allayed. Just because the deviation (and 
consequently the system bandwidth) is increased in an FM system, this does not neces
sarily mean that more ra,ndom noise will be admitted. This extra random noise has no 
effect if the noise sideband frequencies lie outside the bandpass of the receiver. From 
this particular point of view, maximum deviation (and hence bandwidth) may be in
creased without fear. 
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Phase modulation also has this property and, in fact, all the. noise-immunity 
properties of FM except the noise triangle. Since noise phase-modulates the carrier 
(like the signal), there will naturally be no improvement as modulating and noise 
sideband frequencies are lowered, so that under identical conditions FM will always be 
.if:75 dB better· than PM for noise. This relation explains the_preference for frequency 
modulation in practical transmitters. 

Bandwidth and maximum deviation cannot be increased indefinitely, even for 
FM. When a pulse is applied to a tuned circuit, its peak amplitude is proportional to the 
square root of the bandwidth of the circuit. If a noise impulse is similarly applied to the 
tuned circuit in the IF section of an FM receiver (whose bandwidth is unduly large 
through the use of a very high deviation), a large noise pulse will result. When noise 
pulses exceed about one-half the carrier size at the amplitude limiter, the limiter fails. 
When noise pulses exceed carrier amplitude, the limiter goes one better and limits the 
signal, having been "captured" by noise. The normal maximum deviation permitted, 
75 kHz, is a compromise between the two effects described. 

It may be shown that under ordinary circumstances (2 Vn < Ve) impulse noise is 
red.uced in Fm to the same extent as random noise. The amplitude limiter found in AM 
communications receivers does not limit random noise at all, and it limits impulse 
noise by only about 10 dB. Frequency modulation is better off in this regard also. 

5-2.2 Pre-emphasis and De-emphasis 
The noise triangle showed that noise has a greater effect on the higher modulating 
frequencies than on the lower ones. Thus, if the higher frequencies were artificially 
boosted at the transmitter and correspondingly cut at the receiver, an improvement in 
noise immunity could he expected, thereby increasing the signal-io-noise ratio. This 
boosting of the higher modulating frequencies, in accordance with a prearranged 
curve, is termed pre-emphasis, and the compensation at the receiver· is called de
emphasis. An example of a circuit used for each function is shown in Figure 5-7. 

Take two modulating signals having the same initial amplitude, with one of 
them pre-emphasized to twice this amplitude, whereas the other is unaffected (being at 
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FIGURE 5-7 75-µs emphasis circuits. 
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a much lower frequency). The receiver will naturally have to de-emphasize the first 
signal by a factor of 2, to ensure that both signals have the same amplitude in the output. 
of the receiver. Before demodulation, i.e., while susceptible to noise interference, the 
emphasized signal had twice the deviation it would have had without pre-emphasis and 
was thus more immune to noise. When this signal is de-emphasized, any noise 
sideband voltages are de-emphasized with it and therefore have a correspondingly 
lower amplitude than they would have had without emphasis. Their effect on the output 
is reduced: 

The amount of pre-emphasis in U .S: FM broadcasting, and in the sound trans
missions accompanying television, has been standardized as 75 µ,s, whereas a number 
of other services, notably European and Australian broadcasting and TV sound trans
mission; use 50 µ,s. The usage of microseconds for defining emphasis is standard. A 
75-µ,s de-emphasis corresponds to a frequency response curve that is 3 dB down at the 
frequency whose time constant RC is 75 µ,s. This frequency is given by f = l/21rRC 
and is therefore 2120 Hz. With 50-µ,s de-emphasis it would be 3180 Hz. Figure 5-8 
shows pre-emphasis and de-emphasis curves for a 75-µ,s emphasis, as used in the 
United States. 

It is a little more difficult to estimate the benefits of emphasis than it is to 
evaluate the other FM advantages, but subjective BBC tests with 50 µ,s give a figure of 
about 4.5 dB; American tests have shown an even higher figure with 75 µ,s. However, · 
there is a danger that must be considered; the higher modulating frequencies musrnoi' 
be overemphasized. The curves of Figure 5-8 show that a -15-kHz signal is pre-empha
sized by about 17 dB; with 50 µ,s this figure would have been 12.6 dB. It must be 
made certain that when such boosting is applied, the resulting signal cannot over
modulate the carrier by exceeding the maximum 75-kHz deviation, since distortion 
will be introduced. It is seen that a limit for pre-emphasis exists, and any practical 
value used is always a compromise between protection for high modulating frequencies 
on the one hand and the risk of overmodulation on the other. 

If emphasis were applied to amplitude modulation, some improvement would 
also result, but it is not as great as in FM because the highest modulating frequencies in 
AM are no more affected by noise than any others. Apart from that, it would be 
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difficult to introduce pre-emphasis and de-emphasis in existing AM services since 
extensive modifications would be needed, particulady in view of the huge numbers of 
receivers in use. 

5-2.3 Other Forms of Interference 
In addition to noise, other forms of interference found in radio receivers include the 
image frequency, transmitters operating on an adjacent channel and those using the 
same channel. The first form will be discussed in Section 6-2.1, and the other two are 
discussed here. 

Adjacent-channel interference Frequency modulation offers not only an improve
ment in the SIN ratio but also better discrimination against other interfering signals, no 
matter what their source. It was seen in the preceding section that FM having a maxi
mum deviation of 75 kHz and 75-µ,s pre-emphasis gives a noise rejection at least 
24 dB better than AM. Thus, if an AM receiver requires an S/1'1 ratio of 60 dB at the 
deiector for almost perfect reception, the FM receiver will give equal performance for a 
ratio no better than 36 dB. This is regardless of whether the interfering signal is due to 
noise or signals being admitted from an adjacent channel. The mechanism whereby the 
FM limiter reduces interference is precisely the same as that used to deal with random 
noise . 

. One more factor should be included in this discussion of adjacent-channel inter
ference. When FM broadcasting systems began, AM systems had been in operation for 
nearly 30 years, a lot of experience with broadcasting systems had been obtained, and 
planners could profit from earlier mistakes. Thus, as already mentioned, each 
wideband FM broadcasting channel occupies 200 kHz (of which only 180 kHz is 
used), and the remaining 20-kHz guard band goes a long way toward reducing adjacent 
channel interference even further. 

Cochannel interference-capture effect The amplitude limiter works on the princi
ple of passing the stronger signal and eliminatipg the weaker. This was the reason for 
. mentioning earlier that noise reduction is obtained ofily when the·signal is at least twice 
the noise peak amplitude. A relatively weak interfering signal from another transmitter 
will also be attenuated in this manner, as much as any other form of interference. This 
applies even if the other transmitter operates on the same frequency as the desired 
transmiiter. 

In mobile receivers, traveling from·one transmitter toward another (cochannel) 
one, the interesting phenomenon of capture occurs. However, it must first be men
tioned that the effect would be very straightforward with AM transmitters. The nearer 
transmitter would always predominate, but the other one would be heard as quite 
significant interference although it might be very distant. 

The situation is far more interesting with FM. Until the signal from the second 
transmitter is less than about half of that from the first, the second transmitter is: 
virtually inaudible, causing practically no interference. After this point, the transmitter 
toward which the receiver is moving becomes quite audible as a background and 
eventually predominates, finally excluding the first transmitter. The moving receiver 
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has been captured by the second transmitter. If a receiver is between the two transmit
ters (roughly in the center zone) and fading conditions prevail, first one signal, and 
then the other, will be the stronger. As a result, the receiver will be captured alterna
tively by either transmitter. This switching from one program to the other is most 
distracting, of course (once thdnitial novelty has worn off!), and would not happen in 
an AM system_ 

5-2.4 Comparison of Wideband and Narrowband FM 
By convention, wideband FM has been defined as that in which the modulation index 
normally exceeds unity. This is the type so far discussed. Since the maximum permis
sible deviation is 75 kHz and modulating frequencies range from 30 Hz to 15 kHz, the 
maximum modulation index ranges from 5 to 2500. (The maximum permissible devia
tion for the sound accompanying TV transmissions is 25 kHz in the United States' 
NTSC system and 50 kHz in the PAL system used in Europe and Australia. Both are 
wideband systems.) The modulation index in narrowband FM is near unity, since the 
maximum modulating frequency there is usually 3 kHz, and the maximum deviation is 
typically 5 kHz_ 

The proper bandwidth to use in an FM system depends on the application. With 
a large deviation; noise will be better suppressed (as will other interference), but care 
must be taken to- ensure that impulse noise peaks do not become excessive. On the 
other hand, the wideband system will occupy up to 15 times the bandwidth of the 
narrowband system. These considerations have resulted in wideband systems being 
used in entertainment broadcasting, while narrowband systems are employed for com
munications. 

Thus narrowband FM is used by the so-called FM mobile communications 
services. These include police, ambulances, taxicabs, radio-controlled appliance repair 
services, short-range VHF ship-to-shore services and the Australian "Flying Doctor" 
service_ The higher audio frequencies are attenuated, as indeed they are in most carrier 
(long-distance) telephone systems, but the resulting speech quality is still perfectly 
adequate. Maximum deviations of 5 to 10 kHz are permitted, and the channel space is 
not much greater than for.AM broadcasting, i.e., of the order of 15 to 30 kHz_ Nar
rowband systems with even lower maximum deviations are envisaged. Pre-emphasis 
and de-emphasis are used, as indeed they are with all FM transmissions. 

5-2.5 Stereophonic FM Multiplex System 
Stereo FM transmission is a modulation system in which sufficient information is sent 
to the receiver to enable it to reproduce original stereo material. It became commer
cially available in 1961, several years after commercial monau'.al transmissions. Like 
color TV (which of course came after monochrome TV), it suffers from the disadvan-

' ' tage of having been made more complicated than it needed to be, to ensure that it 
would be compatible with the existing system~T'h,gs, in stereo FM, it is not possible to 
have a two-channel system with a left channel and a right channel transmitted simulta
neously and independently, because a monaural system would not receive all the infor
mation in an acceptable form. 

/ 
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FIGURE 5-9 Stereo FM multiplex generator with optional SCA. 

As shown in the block diagram of Figure 5-9, the two channels in the FM stereo 
multiplex system are passed through a matrix which produces two outputs. The sum 
(L + R) modulates the carrier in the same manner as the signal'in a monaural transmis
sion, and this is the signal which is demodulated and reproduced by a mono receiver 
tuned to a stereo trnnsmission. The other output of the matrix is the difference signal 
(L - R). After demodulation in a stereo receiver, (L - R) will be added to (L + R) to 
produce the left channel, while the difference between the two signals will produce the 
right channel. This Will be explained further in Chapter 6. In the meantime it is neces
sary to understand how the_ difference signal is impressed on the carrier. 

What happens, in essence, is that the difference signal is shifted in frequency 
from the 50- to 15,000-Hz range (which it would otherwise co-occupy with the sum 
signal) to a higher frequency. As will be seen in Chapter 15, such signal "stacking" is 
known as multiplexing, hence the name of the system. In this case, as in other multi
plexing, a form of single sideband suppressed carrier (SSBSC) is used, with the signals 
to be multiplexed up being modulated onto a subcarrier at a high audio or supersonic 
frequency. However, -there is a snag here, which makes this form of multiplexing 
different from the more common ones. The problem is that the lowest audio frequency 
is 50 Hz, much lower than_ the normal minimum of 300 Hz encountered in communi
cations voice channels. This makes it difficult to suppress the unwanted sideband. 
without affecting the wanted one; pilot carrier extraction in the receiver is equally 
difficult. Some form of carrier must be transmitted, to ensure that the receiver has a 
stable reference frequency for demodulation; otherwise, distortion of the difference 
signal will result. 

The two problems are solved in similar ways. In the first place, the difference 
~ignal is applied t_o a balanced modulator (as it would be in any multiplexing system) 
which suppresses the carrier. Both sidebands are then used as modulating signals and 
duly transmitted, whereas normally one might expect one of them to be removed prior 
to transmission. Since the subcarrier frequency is 38 kHz, the sidebands produced by 
the difference signal occupy the frequency range from 23 to 53 kHz. It is seen that they 
do not interfere with the sum signal, which occupies the range of 50 Hz to 15 kHz. 

The reason that the 38-kHz subcarrier is generated by a 19-kHz oscillator 
whose frequency is then doubled may now be explained. Indeed, this is the trick used 
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to avoid the difficulty of having to extract the pilot carrier from among the close 
sideband frequencies in the receiver. As shown in the block diagram (Figure 5-9), the 
output of the 19-kHz subcarrier generator is added to the sum and difference signals in 
the output adder preceding the modulator. In the receiver; as we will see in Chapter 6, 
the frequency of the 19-kHz signal is doubled, and it can then be reinserted as the 
carrier for the difference signal. It should be noted that the subcarrier is inserted at a 
level of 10 percent, which is both adequate and not so large as to take undue power 
from the sum and difference signals (or to cause ovemiodulation). The frequency of 
19 kHz fits neat! y into the space between the top of the sum signal and the bottom of 
the difference signal. It is far enough from each of them so that no difficulty is encoun
tered in the receiVer. 

The FM stereo multiplex system described here is the one used in the United 
States, and is in accordance with the standards established by the Federal Communica
tions Commission (FCC) in 1961. Stereo FM has by now spread to broadcasting in 
most other parts of the world, where the systems in use are either identical or quite 
similar to the above. A Subsidiary Communications Authorization (SCA) signal may 
also be transmitted in the U.S. stereo multiplex system. 'It is the remaining signal 
feeding in to the output adder. It is shown dashed in the diagram because it is not 
always ·present (See Figure 5-10). Some stations provide SCA as a second, medium
quality transmission, used as background music in stores, restaurants and other similar 
settings. 

SCA uses a subcarrier at 67 kHz, modulated to a depth of ±7 .5 kHz by the 
audio signal. Frequency modulation is used, and any of the methods described in 
Section 5-3 can be employed. The frequency band thus occupied ranges from 59.5 to 
74.5 kHz and fits sufficiently above the difference signal as not to interfere with it. The 
overall frequency allocation within the modulating signal of an FM stereo multiplex 
transmission with SCA is shown in Figure 5-10. The amplitude of the sum and differ -
ence signals must be reduced (generally by 10 percent) in the presence of SCA; other
wise, overmodulation of the main carrier could_ result. 

5~ 3 GENERATION OF FREQUENCY MODULATION 
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FIGURE 5-10 Spectrum of stereo FM multiplex modulating signal (with optional SCA). 
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constant, and the deviation independent of the modulating frequency. If the system 
does not produce these characteristics, corrections can be introduced during the modu
lation process. 

5-3.1 FM Methods 
One method of FM generation suggests itself immediately. If either the capacitance or 
inductance of an LC oscillator tank is varied, _frequency modulation of some form will 
result. If this variation can be made dire.ctly proportional to the voltage supplie!!_ bythe 
modulation circuits, true FM will be obtained. · 

There are several controllable electrical and electronic phenomena which pro
vide a variation of capacitance as a result of a voltage change. There are also some in 
which an inductance may be similarly varied. Generally, if such a system is used, a 
voltage-variable reactance is placed across the tank, and the tank is tuned so that (in the 
absence of modulation) the oscillating frequency is equal to the desired carrier fre
quency. The capacitance ( or inductance) of the variable element is changed with the 
modulating voltage, increasing (or decreasing) as the modulating voltage increases 
positively, and going the other way when the modulation becomes negative. The larger 
the departure of the modulating voltage from zero, the larger the reactance variation 
and therefore the frequency variation. When the modulating voltage is zero, the vari
able reactance will have its average value. Thus, at the carrier frequency, the oscillator 
inductance is tuned by its own (fixed) capacitance in parallel with the average reac
tance of the variable element. 

There are a number of devices whose reactance can be varied by the application 
of voltage. The three-terminal ones include the reactance field-effect transistor (FET), 
the bipolar transistor.l!nd the tube. Each of them is a normal device which has been 
biased so as to exhibit the desired property. By far the most common of the two-termi
nal devices is the varactor diode. Methods of generating Mthat do not depend on 
varying the frequ_ency of an oscillator will be discussed under the heading "Indirect 
Method.'' A prior ·generation of phase modulation is involved. 

5-3.2 Direct Methods 
Of the various· methods of providing a voltage-variable reactance which can be con
nected across the tank circuit of an oscillator, the most common are the reactance 
modulator and the varactor diode. These will now be discussed in tum. 

Basic reactance modulator Provided that certain simple conditions are met, the 
impedance z, as seen at the input terminals A-A of Figure 5-11, is. almost entirely 
reactive. The circuit shown is the basic circuit of a FET reactance modulator, which 
behaves as a three-terminal reactance that may be connected across the tank circuit of 
the oscillator to be frequency-modulated. It can be made inductive or capacitive by a 
simple component change. The value of this reactance is proportional to the transcon
ductance of the device, which can be made to depend on the gate bias and its varia
tions. Note that_an FET is used in the explanation here for simplicity only. Identical 
reasoning would apply top. bipolar transistor or a vacuum tube, or indeed to any other 
amplifying device. 
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F1GURE 5-11 Basic reactance modulator. 

Theory ofreactance modulators In order to determine z; a voltage vis applied to the 
terminals A-A between which the impedance is to be measured, and the resulting 
current i is calculated. The applied voltage is then divided by this current, giving the 
impedance seen when looking into the terminals. In order for this impedance to be a 
pure reactance (it is capacitive here), two requirements must be fulfilled. The first is 
that the bias network current ib musi be negligible compared to the drain current. The 
impedance of the bias network must be large enough to be ignored .. The second re
quirement is that the drain-to-gate impedance (Xe here) mus(be greater than the gate
to-source impedance (R in this case), preferably by more than 5: I. The following 
analysis may then be applied: 

Rv 
V = ibR =--

g R - jXe 

The FET drain current is 

. 8mRV 
l = 8mVg = R - jXe 

Thererore, the impedance seen at the ierrninals A-A is 

z = ~ = v + 8mRv = R - jXe =_I_(,_ JXe) 
i R - jXe gmR 8m R 

If Xe"" R in Equation (5-17), the equation will reduce to 

. Xe 
z= -,--

8mR 

(5-15) 

(5-16) 

(5-17) 

(5-18) 

This impedance is quite clearly a capacitive reactance, which may be written as 

Xe I I 
X =--= =---eq gmR 2-rrfgmRC 2-rr/Ceq 

(5-19) 

From Equation (5-19) it is seen that under such conditions the input impedance 
of the device at A-A is a pure reactance and is given by 

Ceq = 8mRC (5-20) 

The following should be noted from Equation (5-20): 
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1. This equivalent capacitance depends on the device transconductance and can 
therefore be varied with bias voltage. 

2. The capacitance can be origin~lly adjusted to any value, within reason, by varying 
the components R and C. 

3. The expression g mRC has the correct dimensions of capacitance; R, measured in 
ohms, and Km, meas~red in siemens (s):Cancel each other's dimensions, leaving C 
as required. 

4. It was stated earlier that the gate-to-drain impedance must be .much larger than the 
gate-to-source impedance. This is illustrated by Equation (5-17). If Xe!R had not 
been much greater than unity, z would have had a resistive component as well. 

If R is not much less thanXe(in the particular reactance modulator treated), the 
gate voltage will no longer be exactly 90° out of phase with the applied voltage v, nor 
will the drain current i. Thus, the inputimpedance will no longer be purely reactive. As 
shown in Equation (5-17), the resistive component for this particular FET reactance 
modulator will be l!gm. This component contains 8m, it will vary with the applied 
modulating voltage. This variable resistance (like the variable reactance) will appear 
directly across the tank circuit of the master oscillator, varying its Q and therefore its 
ciiltput voltage. A certain amount of amplitude modulation will be created. This applies 
to all the forms of reactance modul~tor. If the situation is unavoidable, the oscillator 
being modulated must be followed by an amplitude limiter. 

The gate-to-drain impedance is, in practice, made five to ten times the gate-to
source impedance. Let Xe = nR (at the carrier frequency) in the capacitive RC reac
tance FET so far discussed. Then 

1 
Xe=-=nR 

wC 

1 1 
C=-=--

wnR 2TrfnR 

Substituting Equation (5-21) into (5-20) gives 

8m 
C,q = 2Trfn 

(S-21) 

(5-22) 

Equation (5-22) is a very useful formula. In practical situations the frequency of 
operation and the ratio of Xe to R are the usual starting dat\t from which other calcula-
tions are made. · 

'. '< ; _;,, ,_ :· __ : " ·- .·_ .,_. " . ' / : . 
• EXAMPL'E .S-5 Detennine the. value ;Qfthe capacity reactance obtainable from a 

reai:tance FET wh9sfg~ is 12. n.ill]lsiefueiis1H2 mS), ~sliine thai the gate-to'source 
·. resisliu,.ce is one-ninth o( the· ~acianct: cif the gate0to-dri.in capacitor and that the 

frequency is 5 MHz. · / 
./ 
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(5-23) 
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·Example 5~7 is typical of reactance modulator calculations. Note, therefore, 
how approximations were used where they were warranted, i.e., when a small quantity 
was to be subtracted from or added to a large quantity. Ou the other hand, a ratio of two 
almost identical quantities, .fxifm was expanded for maximum accuracy. It will also be 
noted that the easiest possible units were employed for each calculation. Thus, to 
evaluate C, picofarads and megahertz were used, but this was not done in the induct:___ 
ance calculation since it would have led to confusion. Note finally that Equation (5-23) 
is universally applicable to this type of situation, whether the reactance modulator is an 
FET, a tube, a junction transistor of a varactor diode. 

Types of reactance modulators There are four different arrangements of the reac- · 
tance modulator (including the one initially discussed) which will yield useful results. 
Their data are shown in Table 5-3, together with their respective prerequisites and 
output reactance formulas. The general prerequisite for all of them is that drain current 
must be much greater than bias network current. It is seen that two of the arrangements 
give a capacitive "reactance, and the other two give an inductive reactance. 

In the reactance modulator shown in Figure 5-12, an RC capacitive transistor 
reactance modulator, quite a common one in use, operates on the tank circuit of a 
Clapp-Gouriet oscillator. Provided that the correct component values are employed, 
any reactance modulator may be connected across the tank circuit of any LC oscillator 
(not crystal) with one provision: The oscillator used must not be one that requires two 
tuned circuits for its operation, such as the tuned-base-tuned-collector oscillator. The 
Hartley and Colpitts (or Clapp-Gouriet) oscillators are most commonly used, and each 

TABLE 5-3 
REACTANCE 

NAME z,. z,, CONDITION FORMULA 
RC capacitive C R Xc~R C"' = gm RC 

RC inductive R C R ~Xe 
RC 

L =-,, 
· 8m 

Rl inductive -,x.L~R 
L 

L R L =--
eq 8mR 

RL_.capacitive R L R~XL c-·= gmL 
. eq R 
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FIGURE 5-12 Transistor reactance modulator. 

should be isolated :with a buffer. Note the RF chokes in the circuit shown, they are used 
to isolate various points of the circuit for alternating current while still providing a de 
path. 

Varactor diode modulator A varactor diode is a semiconductor diode whose junc
tion capacitance varies linearly with the applied voltage when the diode is reverse

. biased. It may also be used to produce frequency modulation. Varactor -diodes are 
certainly employed frequently, together with a reactance modulator, to provide auto
matic frequency correction for an FM transmitter. The circuit of Figure 5-13 shows 

· such a modulator. It is seen that the diode has been back-biased to provide the junction 
capacitance effect, and since this bias is varied by the modulating voltage which is in 
series with it, the junction capacitance will also vary, causing the oscillator frequency . 
to change accordingly. Although this is the simplest reactance modulator circuit, it 
does have the disadvantage of using a two-terminal device; its applications are some
what limited. However, it is often used for automatic frequency control and remote 
tuning. 

To oscillator 
C, RFC 

tank circuit 

11[:;, 
Varactor diode C&(RF) 

-v. 

FIGURE 5-13 Varactor diode modulator. 
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FIGURE 5-14 A typical transmitter AFC system. 

5-3.3 Stabilized Reactance Modulator-AFC 
Although the oscillator on which a reactance modulator operates cannot be crystal
controlled, it must neverthele[s have the stability of a crystal oscillator if it is to be part 
of a commercial transmitter. This suggests that frequency stabilization of the reactance, 
modulator is required, and since this is very similar to an automatic frequency control 
system, AFC will also be considered. The block diagram of a typical system is shown 
in Figure 5-14. [However, to acquire a full understanding of the operation of this 
circuit, it is necessary to be familiar with the phase (Foster-Seeley) discriminator, 
which is treated in Section 6-4.3] 

As can be seen, the reactance modulator operates on the tank circuit of an LC 
oscillator. It is isolated by a buffer, whose output goes through an amplitude limiter to 
power amplification by class C amplifiers (not shown). A fraction of the output is taken 
from the limiter and fed to a mixer, which also receives the signal from a crystal 
oscillator. The resulting difference signal, which has a frequency usually about one
twentieth of the master oscillator frequency, is amplified and fed to a phase discrimina
tor. The output of the discriminator is connected to the reactance modulator and pro
vides a de voltage to correct automatically any drift in the average frequency of the 
master oscillator. 

Operation The time constant of the diode load of the discriminator is quite large, in 
the order of I 00 milliseconds ( I 00 ms). Hence the discriminator will react to slow 
changes in the incoming frequency but not to normal frequency changes due to fre
quency modulation (since they are too fast). Note also that ihe discriminator must be 
connected to give a positive output if the input frequency is higher than the discrimina
tor tuned frequency, and _a negative output if _it is lower. 

Consider what happens when the frequency of the master oscillator drifts high. 
A higher frequency will eventually be fed to the mixer, and since the output of the 
crystal oscillator may be considered as stable, a somewhat higher frequency will also 
be fed to the phase discriminator. Since the discriminator is tuned to the correct fre
quency difference which should exist between the two oscillators, and its input fre
quency is now somewhat higher, the output of the discriminator will be a positive de 
voltage. This voltage is fed in series with the input of the reactance modulator and 
therefore increases its transconductance. The output capacitanCe of the reactance mod-
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ulator is given by Ceq = gmRC, and it is, of course, increased, therefore lowering the 
oscillator's center frequency. The frequency rise which caused all this activity has been 
corrected. When the master oscillator drifts low, a negative correcting voltage is ob
tained from this circuit, and the frequency of the oscillator is increased correspond
ingly. 

This correcting de voltage may instead be fed to a varactor diode connected 
across the oscillator tank and be used for AFC only. Alternatively, a system of ampli
fying the de voltage and feeding it to a servomotor which is connected to a trimmer 
capacitor in the oscillator circuit may be used. The setting of the capacitor plates is then 
altered by the motor and in turn corrects the frequency. 

Reasons for mixing If it were possible to stabilize the oscillator frequency directly 
instead of first mixing it with the output of a crystal oscillator, the circuit would be 
much simpler but the performance would suffer. It must be realized that the stability of 
the whole circuit depends on the stability of the discriminator. If its frequency drifts, 
the output frequency of the whole system must drift equally. The discriminator is a 
passive network and can therefore be expected to be somewhat more stable than the 
master oscillator, by a factor of perhaps 3: 1 at most. A well-designed LC oscillator 
could be expected. to drift by about 5 parts in 10,000 at most, or about 2.5 kHz at 
5 MHz, so that direct stabilization would improve this only to about 800 Hz at best. 

When the discriminator is tuned to a frequency that is only one-twentieth of the 
master oscillator frequency, then (although its percentage frequency drift may still be 
the same) the actual drift in hertz is one-twentieth of the previous ·figure, or 40 Hz in 
this case. The master oscillator will thus be held to within approximately 40 Hz of its 
5-MHz nominal frequency. The improvement over direct stabilization is therefore in 
direct proportion to the reduction in center frequency of the discriminator, or twenty
fold here. 

Unfortunately, it is not possible to make the frequency reduction much greater 
than 20: I, although the frequency stability would undoubtedly be improved even 
further. The reason for this is a practical one. The bandwidth of the discriminator's S 
curve could then become insufficient (see Section 6-4.3) to encompass the maximum 
possible frequency drift of the master oscillator, so that stabilization could be lost. 
There is a cure for this also. If the frequency of the output of the mixer is divided, the 
frequency drift will be divided with it. The discrimination can now be tuned to this 
divided frequency, and stability can be improved without theoretical limit. 

Although the previous discussion is concerned directly with the stabilization of 
the center frequency of an FM transmitter, it applies equally to the frequency stabiliza
tion of any oscillator which cannot be crystal-controlled. The only difference in such 
an AFC system is that now no modulation is fed to the reactance modulator, and the 
discriminator load time constant may now be faster. It is also most likely that a varactor 
diode would then be used for AFC. 

5-3.4 Indirect Method 
Because a crystal oscillator cannot be successfully frequency-modulated, the direct 
modulators have the disadvantage of being based on an LC oscillator which is not 
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FIGURE 5-15 Block diagram of the Armstrong frequency-modulation system. 

stable enough for communications or broadcast purposes. In turn, this requires stabili
zation of the reactance modulator with attendant circuit complexity. It is possible, 
however, to generate FM through phase modulation, where a crystal oscillator can be 
used. Since this method is often used in practice, it will now be described. It is called 
the Armstrong system after its inventor, and it historically precedes the reactance mod
ulator. 

The most convenient operating frequency for the crystal oscillator and phase 
modulator is in the vicinity of I MHz. Since transmitting frequencies are normally 
much higher than this, frequency multiplication must be used, and so multipliers are 
shown in the block diagram of Figure 5-15. 

The block diagram of an Armstrong system is shown in Figure 5-15. The 
system terminates at the output of the combining network; the remaining blocks are 
included to show how wideband FM might be obtained. The effect of mixing on an FM 
signal is to change the center frequency only, whereas the effect of frequency multipli
cation is to multiply center frequency and deviation equally. 

The vector diagrams of Figure 5-16 illustrate the principles of operation of this 
. modulation system. Diagram I shows an amplitude-modulated signal. It will be noted 

that the resultant of the two sideband frequency vectors is always in phase with the 
unmodulated carrier vector, so that there is amplitude variation but no phase (or fre
quency) variation. Since i/ is phase change thabs needed here, some arrangement must 
be found which ensures that this resultant of the sideband voltages is always out of 
phase (preferably by 90°) with the carrier vector. If an an1plitude-modulated voltage is 
added to an unmodulated voltage of the same frequency and the two are klpt 9Q' apart 

I 

in phase, as shown by diagram 2, some form of phase modulation will<~e achieved. 
Unfortunately, it will be a very complex and nonlinear form having no practical use; 
however, it does seem like a step in the right direction. Note that the .two "frequencies 
must be identical (suggesting the one source for both) with a phase-shifting network in 
one of the channels. 
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FIGURE 5-16 Phase-modulation vector diagrams. 

Diagram 3 shows the ·solution to the problem. The carrier of the amplitude
modulated signal has been removed so that only the two sidebands are added to the 
unmodulated voltage. This has been accomplished by the balanced modulator, and the 
addition takes_ place in the combining network. The resultant of the two sideband 
voltages will always be in quadrature with the carrier voltage. As the modulation 
increases, so will the phase deviation, and hence phase modulation has been obtained. 
The resultant voltage coming from the combining network is phase-modulated, but 
there is also a little amplitude modulation present The AivI is no problem since it can 
be removed with an amplitude limiter. 

The output of the amplitude limiter, if it is used, is phase modulation. Since 
frequency modulation is the requirement, the modulating voltage will have to be equal
ized before it enters the balance-'· modulator (remember that PM may be changed into 
FM by prior bass boosting of the modulation), A simple RL equalizer is shown in 

· Figure 5-17. In FM broadcastfog, wL =Rat 30 Hz. As frequency increases above 
that, the output of the equalizer will fall at a rate of 6 dB/octave, satisfying the require
ments. 

, Effects of frequency changing on an FM Signal The previous section has shown 
- that frequency changing of an FM signal is essential in the Armstrong system. For 

convenience it is very often used with the reactance modulator also. Investigation will 
show that the modulation index is multiplied by the same factor as the center fre
quency, whereas frequency translation (changing) does not affect the modulation 
index. 

L Equalized 
AF in o----'""'----..-----0AF out 

R 
r=LIR 

FIGURE 5-17 RL e~ualizer. 
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If a frequency-modulated signalJc ± 15 is fed to a frequency doubler, the output 
signal ;ill contain twice each input frequency. For the extreme frequencies here, this 
will be 2Jc - 2/l and ZJc + 215. The frequency deviation has quite clearly doubled to 
±2/l, with the result that the modulation index has also doubled. In this fashion, both 
center frequency and deviation may be increased by the same factor or, if frequency 
division should be used, reduced by the same factor. 

When a frequency-modulated wave is mixed, the resulting output contains 
difference frequencies (among others). The original signal might-again be Jc± 15. 
When mixed with a frequency Jo, it will yield Jc - Jo - 15 andJc - Jo+ 15 as the two 
extreme frequencies in its output. It is seen that the FM signal has been translated to a 
lower center frequency Jc - Jo, but .the maximum deviation has remained a ± 15. It is 
possible to reduce (or increase, if desired) the center frequency of an FM signal without 
affecting the maximum deviation. 

Since the modulating frequency has obviously remained constant in the two 
· cases treated, the modulation index will be affected in the.same manner as the devia

tion. It will thus be multiplied together with the center frequency or unaffected by 
mixing. Also, it is possible to raise the modulation index without affecting the center 

· frequency by multiplying both by 9 and mixing the result with a frequency eight times 
the original frequency. The difference will be equal to the initial frequency, but the 
modulation index will have been multiplied ninefold. 

Further consideration in the Armstrong system One. of the characteristics of phase 
modulation is that the angle of phase deviation must be proportional to the modulating 
voltage. A careful look at diagram 3 of Figure 5-16 shows that this is not so in this 
case, although this fact was carefully glossed over in the initial description. It is the 
tangent of the angle of phase deviation that is proportional to the amplitude of the 
modulating voltage, not the angle itself. The difficulty is not impossible to resolve. It 
is a trigonometric axiom that for small angles the tangent of an angle is equal to the 
angle itself, measured in radians. The angle of phase deviation is kept small, and the 
problem is solved, but at a price. The phase deviation is indeed tiny, corresponding to 
a maximum frequency deviation of about 60 Hz at a frequency of I MHz. An ampli
tude limiter is no longer really necessary since the amount of amplitude modulation is 
now insignificant. 

To achieve sufficient deviation for broadcast purposes, both mixing and multi
plication are necessary, whereas for narrowband FM, multiplication may be sufficient 
by itself. In the latter case, operating frequencies are in the vicinity of 180 MHz. 
Therefore, starting with an initial Jc = I MHz and 15 = 60 Hz, it is possible to achieve 
a deviation of 10.8 kHz at 180 MHz, which is more than adequate for FM mobile 
work. 

The FM broadcasting station uses a higher maximum deviation with a lower 
center frequency, so that both mixing and multiplication must be used. For instance, if 
the starting conditions are as above and 75 kHz deviation is required at 100 MHz, Jo 
must be multiplied by 100/1 = 100 times, whereas 15 must be increased 75,000/60 = 
1250 times. The mixer and crystal oscillator in the middle of the multiplier chain are 
used to reconcile the two multiplying factors. After being raised to about 6 MHz, the 
frequency-modulated carrier is mixed with the output of a crystal oscillator, whose 
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frequency is such as to produce a difference of 6 MHz/12.5. The .center frequency has 
been reduced, but the deviation is left unaffected. Both can now be multiplied by the 
same factor to give the desired center frequency and maximum deviation. 

SUMMARY 

FM and PM are the two forms of angle modulation, which is a form of continuous
wave or analog modulation whose chief characteristics are as follows: 

1. The amplitude of the modulated carrier is kept constant. 
2. The frequency of the modulated carrier is varied by the modulating voltage. 

In frequency modulation, the carrier's frequency deviation is proportional to 
the instantaneous amplitude of the modulating voltage. The formula for this is: 

Deviation ratio = /dev(max) 

fAF(mox) 

In phase modulation, the carrier's phase deviation is proportional to the instan
taneous amplitude of the modulating voltage. This is equivalent to saying that, in PM, 
the frequency deviation is proportional to the instantaneous amplitude of the modulat
ing voltage, but it is also proportional to the modulating frequency. Therefore, PM 
played through an FM receiver would be intelligible but would sound as though a 
uniform bass cut (or treble boost) had been applied to all the audio frequencies. It also 
follows that FM could be generated from an essentially PM process, provided that the 
modulating frequencies were first passed through a suitable bass-boosting network. 

The major advantages of angle modulation over amplitude modulation are: 

1. The transmitted amplitude is constant, and thus ihe receiver can be fitted with an 
efficient amplitude limiter (since, by definition, all amplitude variations are spuri
ous). This characteristic has the advantage of significantly improving immunity to 
noise and interference. 

2. The formula used to derive modulation index is: 

Md! . "d faev o u ahon m ex = --
!av 

Since thereisno natural limit to the modulation index, as in AM, the modulat\on 
index can be increased to provide additional noise immunity, but there is a tradeoff 
involved, system bandwidth must be increased. 

frequency modulation additionally has the advantage; over both AM and PM, 
of providing greater protection from noise for the lowest modulating frequencies. The 
resulting noise-signal distribution is here seen as a triangle, whereas it is rectangular in 
both AM and PM. A consequence of this is that FM is used for analog transmissions, 
whereas PM is not. Because FM broadcasting is a latecomer compared with AM 
broadcasting, the system design has benefited from the experience gained with AM. 
Two of the most notable benefits are the provision ·of guard bands between adjacent 
transmissions and the use of pre-emphasis and de-emphasis. With emphasis, the high-
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est modulating frequencies are artificially boosted before transmission and correspond
ingly attenuated after reception, to reduce the effects of noise. 

Wideband FM is used for broadcast transmissions, with or without stereo multi
plex, and for the sound accompanying TV transmissions. Narrowband FM is used for 
communications, in competition with SSB, having its main applications in various 
forms of mobile communications, generally at frequencies above 30 MHz. I; is also 
used in conjunction with SSB infrequency division multiplexing (FDM), which will be 
discussed in Chapter 15. FDM is a techniquefor combining large numbers of channels 
in broadband links used for terrestrial or satellite communications. 

Two basic methods of generating FM are in general use. The reactance modula
tor is a direct method of generating_ FM, in which the tank circuit reactance, and the 
frequency of an LC oscillator, is varied electronically by the modulating signal. To 
ensure adequate frequency stability, .the output frequency is then compared with that of 
a crystal oscillator and corrected automatically as required. The alternative means of 
generating FM, the Armstrong system, is one in which PM is initially generated. but 
the modulating frequencies are correctly bass-boosted. FM results in the output. Be
cause only small frequency deviations are possible .in the basic Armstrong system, 
extensive frequency multiplication and mixing are used to increase deviation to the 
wanted value. The power and auxiliary stages of FM transmitters are similar to those in 
AM transmitters, except that FM has an advantage here. Since it is a constant-ampli
tude modulation system, all the power amplifiers can be operated in class C, i.e., very 
efficiently. 

MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

I. In the stabilized. reactance modulator AFC 
system, 
a. the discriminator must have a fast time 

constant to prevent demodulation 
b. the higher the discriminator frequency, 

the better the oscillator frequency stabil
ity 

c. the discriminator frequency must not be 
·100 low, or the system will fail 

d. phase modulation is converted into FM 
by the equalizer circuit 

2. In the spectrum of a frequency-modulated 
wave 
a. the carrier frequency: disappears when 

the modulatilin index is larg<>--

b. the amplitude of any sideband depends 
on the modulation index 

c. the total number of sidebands depends 
on the modulation index 

d. the carrier frequency cannot disappear 
.· 3. The difference between phase and fre

quency modulation 
a. is purely theoretical because they are the 

same in practice 
b. is too great to make the two systems, 

compatible 
c. lies in the poorer audio response of 

phase modulation 
d. lies in the different definitions of the 

modulation index 



4. Indicate thefalse statement regarding the 
Armstrong modulation system 
a. The system is basically phase, not fre

quency, modulation. 
b. AFC is not needed, as a crystal oscillator 

is used. 
c. Frequency multiplication must be used. 
d. Equalization is unnecessary. 

5. An FM signal with a modulation index m1 is 
passed through a frequency tripler. The 
wave in the output of the tripler will have a 
modulation index of 
a. m/3 
b. m1 
c. 3m1 
d. 9m1 

6. An FM signal with a deviation 8 is passed 
through a mixer, and has its frequency re
duced fivefold. The deviation in the output 
of the mixer is 
a. 58 
b. indeterminate 
c. 8/5 
d. 8 

7. A pre-emphasis circuit provides extra noise 
immunity by · 
a. boosting the bass frequencies 
b. amplifying the higher audio frequencies 
c. preamplifying the whole audio band 
d. converting the phase modulation to FM 

8. Since noise phase-modulates the FM wave, 
as the noise sideband frequency approaches 
the carrier frequency, the noise amplitude 
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a. remains constant 
b. is decreased 
c. is increased 
d. is equalized 

~'- When the modulating frequency is doubled, 
the modulation index is halved, and the 
modulating voltage remains constant. The 
modulation system is 
a. amplitude modulation 
b. phase modulation 
c. frequency modulation 
d. any one of the three 

10. Indicate which one of the following is not 
an advantage of FM over AM: 
a. Better noise immunity is provided. 
b. Lower bandwidth is required. 
c. The transmitted power is more useful. 
d. Less modulating power is required. 

11. One of the following is an indirect way of 
generating FM. This is the 
a. reactance FET modulator 
b. varactor diode modulator 
c. Armstrong modulator 
d. reactance bipolar transistor modulator 

12. In an FM stereo multiplex transmission, the 
a. sum signal modulates the 19 kHz sub

carrier 
b. difference signal modulates the 19 kHz 

subcarrier 
c. difference signal modulates the 38 kHz 

subcarrier 
d. difference signal modulates the 67 kHz 

subcarrier 

REVIEW PROBLEMS 

1. A 500-Hz modulating voltage fed into a PM generator produces a frequency deviation 
of2.25 kHz. What is the modulation index? If the amplitude of the modulating voltage is 
kept constant, but its frequency is raised to 6 kHz, what is the new deviation? 

2. When the modulating frequency in an FM system is 400 Hz and the modulating volt
age is 2.4 V, the modulation index is 60. Calculate the maximum deviation. What is the 
modulating index when the modulating frequency is reduced to 250 Hz and the modulat
ing voltage is simultaneously raised to 3.2 V? 

3. The equation of an angle-modulated voltage is v = 10 sin (W8t + 3 sin I04t). What 
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form of angle modulation is this? Calculate the carrier and modulating frequencies, the 
modulation index and deviation, and the power dissipated in a 100-0 resistor. 

4. The center frequency of an LC oscillator, to which a capacitive reactance FET modula
tor is connected, is 70 MHz. The FET has a gm which varies linearly from 1 to 2 mS, and 

· a bias capacitor whose reactance is 10 times the resistance of the bias resistor. If the fixed 
tuning capacitance across the oscillator coil is 25 pF, calculate the maximum available 
frequency deviation. 

5. An RC capacitive reactaqce modulator is used to vary the frequency of a IO-MHz 
oscillator by ± 100 kHz. An FET whose transconductance varies linearly with gate volt
age from Oto 0.628 mS, is used in conjunction with a resistance whose value is one-tenth 
of the capacitive reactance used. Calculate the inductance and capacitance of the oscillator 
tank circuit. 

REVIEW QUESTIONS 
1. Describe frequency and phase modulation, giving mechanical analogies for each. 

2. Derive the formula for the instantaneous value of an FM voltage and define the modu
lation index. 

3. In an FM system, if m1 is doubled by 'halving the modulating frequency, what will be 
the effect on the maximum deviation? 

4. Describe an experiment designed to calculate by measurement the maxim~m deviation 
in an FM system, which makes use of the disappearance of the carrier component for 
certain values of the modulation index. Draw the block diagram of such a setup. 

5. With the aid of Table 5-1, estimate the total bandwidth required by an FM system 
whose maximum deviation is 3 kHz, and in which the modulating frequency may range 
from 300 to 2000 Hz. Note that any sideband with a relative amplitude of 0.01 or less may 
be ignored. 

6. On graph paper, draw to scale the frequency spectrum of the FM wave of Question 5-5 
for (a) fm = 300 Hz; (b) fm = 2000 Hz. The de".iation is to be 3 kHz in each case. 

7. Explain fully the difference between frequency and phase modulation, beginning with 
the definition of each type and the meaning of the modulation index in each case. 
8. Of the various advantages of FM· over AM, identify and discuss those due to the 
intrinsic qualities of frequency modulation. 

9. With the aid of vector diagrams, explain what happens when a carrier is modulated by 
a single noise frequency. 

10. Explain the effect of random noise on the output of an FM receiver fitted with an 
amplitude limiter. Develop the concept of the noise triangle. 

11. What is pre-emphasis? Why is it used? Sketch a typical pre-emphasis circuit and 
explain why de-emphasis must be used also. 

12. What determines the bandwidth used by any given FM communications system? Why 
are two different types of bandwidth used in frequency-modulat ... J transmissions? 
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13. Using a block diagram and a frequency spectrum diagram, explain the operation of 
the stereo multiplex FM transmission system. Why is the difference subcarrier originally 
generated at 19 kHz? 

14. Explain, with the aid of a block diagram, how you would design an FM stereo 
transmission system which does not need to be compatible with monaural FM systems. 

15. Showing the basic,,circuit sketch and stating the essential assumptions, derive the 
formula for the capacitance of the RL reactance FET. 

16. Why is it not practicable to use a reactance modulator in conjunction with a crystal 
oscillator? Draw the equivalent circuit of a crystal in your explanation and discuss the 
effect of changing the external parallel capacitance across the crystal. 

17. With the aid of a block,diagram, show how an AFC system will counteract a down
ward drift in the frequency of the oscillator being stabilized. 

18. Why should the discriminator tuned frequency in the AFC system be as low as 
possible? What lower limit is there on its value? What part can frequency division play 
here? -

19. What is the function of the balanced modulator in the Armstrong modulation system? 

20. Draw the complete block diagram of the Armstrong frequency modulation system 
and explain the functions of the mixer and multipliers shown. In what circumstances can 
we dispense with the mixer? 

21. Starting with an oscillator working near 500 kHz and using a maximum frequency 
deviation not exceeding ±30 Hz at that frequency, calculate the following for an 
Armstrong system which is to yield a_center frequency precisely 97 MHz with a deviation 
of exactly 75 kHz: (a) starting frequency; (b) exact initial deviation; (c) frequency of the 
cry~tal oscillator; (d) amount of frequency multiplication in each group. Note that there 
are several possible solutions to this pr_oblem. 
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Radio Receivers 
As shown in Chapters 3 to 5, a signal to be 
transmitted is impressed onto a carrier wave 
in any of the modulation methods, and it is 
then amplified and applied to a transmitting 
antenna. As will be shown in Chapters 8 and 
9, the modulated signal is radiated, propa
gated and (a little of it) collected by a receiv
ing antenna. What must a receiver do? The 
signal at this point is generally quite weak; 
therefore the receiver must first amplify the 
received signal. Since the signal is quite likely 
to be accompanied by lots of other (un
wanted) signals, probably at neighboring fre
quencies, it must be selected and the others 
rejected. Finally, since modulation look 
place in the transmitter, the reverse process 
of this, demodulation, must be performed in 
the receiver to recover the original modulat
ing voltages. 

This chapter will cover radio receivers 
in general, showing why their format has 
been to a certain extent standardized. Each 

_ block of the receiver will be discussed in de
tail, as will its functions and design limita
tions. This will be done for receivers corre
sponding to all the modulation systems so far 
studied, he they for domestic or professional 
purposes. For ease of understanding, each 
block will be discussed as though consisting 
of discrete circuits. In practice many circuits 
or indeed whole receivers are likely to be inte
grated in -current equipment. 

It is understood that a receiver has the 
function of selecting the desired signal from 
all the other unwanted signals, amplifying 
and demodulating it, and displaying it in the 
desired manner. This outline of functions 
that must-be performed shows. that the major 
difference between receivers of various types 
is likely to be in the way in which they de
modulate the received signal. This will de
pend on the type of modulation employed, be 
it AM, FM, SSB, or any of the forms dis
cussed in later chapters. 

OBJECTIVES 
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Upon completing the material in Chapter 6, the student will be able to: 

Draw a simplified block diagram of an AM tuned-radio frequency (TRF) receiver. 
Explain the theory of superheterodyne (superhet)_ 

Draw and identify the parts of a simple superhet block diagram. 

List at least five reasons for including an RF amp in a receiver. 

Draw a schematic representation of a basic transistor RF amplifier_ 

Define the terms selectivity, image frequency, and double spotting. 
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. Understand the theory and· operation of a communicati~ns receiver. 

ldentify and understand the terms automatic frequency cont~ol (AFC), squelch, beat
frequency oscillator (BFO), automatic gain control (AGC), andfrequency synthe
sizer. 

Draw a simplified block diagram of an FM receiver. 

6~ 1 RECEIVER TYPES 

Of the various forms of receivers proposed at one time or another, only two have any 
real practical or commercial significance-the tuned radio-frequency (TRF) receiver 
and the superheterodyne receiver. Only the second of these is used to a large extent 
today, but it is convenient to explain the operation of the TRF receiver first since it is 
the simpler of the two. The best way of justifying the existence and overwhelming 
popularity of the superheterodyne receiver is by showing ihe shortcomings of the TRF 
type. 

6-1.1 Tuned Radio-Frequency (TRF) Receiver 
Until shortly before World War II, most radio receivers were of the TRF type, whose 
block diagram is shown in Figure 6-1. ' 

The TRF receiver is a simple "logical" receiver. A person with just a little 
knowledge of communications would probably expect .all radio receiv~rs to have this 
form. The virtues of this type, which is now not used except as a fixed-frequency 
receiver in special applications, are its simplicity and high sensitivity. 'It must also be 
mentioned that when the TRF receiver·was first introduced, it was a great improvement 
on the types used previously-mainly crystal, regenerative and superregenerative re
ceivers. 

Two or perhaps three RF amplifiers, all tuning together, were employed to 
select and amplify the incoming frequency and simultaneously to reject all others. 
After the signal was amplified to a suitable level, it was demodulated (detected) and 

1st RF 
amplifier 

2nd RF 
amplifier Detector 

I . I I 
L _________ J ---------J 

Ganged 

FIGURE 6-1 The TRF receiver. 
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fed to the loudspeaker after being passed through the appropriate audio amplifying . 
stages. Such receivers were simple to design and align at broadcast frequencies (535 to 
1640 kHz), but they presented difficulties at higher frequencies. This was mainly 
because of the instability associated with high gain being achieved at one frequency by 
a multistage amplifier. If such an amplifier has a gain of 40,000, all that is needed is 
1/40,000 of the output of the last stage (positive feedback) to find itself back at the 
input to the first stage, and oscillations will occur, at the frequency at which the 
polarity of this spurious feedback is positive. Such conditions are almost unavoidable 
at high frequencies and is certainly not conducive to good receiver operation. In addi
tion the TRF receiver suffered from a variation in bandwidth over the tuning range. It 
was unable to achieve sufficient selectivity at high frequencies, partly as a result of the 
enforced use of single-tuned circuiis. It was not possible to use double-tuned RF 
amplifiers in this receiver, although it was realized that they would naturally yield 
better selectivity. This was due to the fact that all such amplifiers had to be tunable, 

. and the difficulties of making several double-tuned amplifiers tune in unison were too 
great (see Section 6-2.2). 

Consider a tuned circuit required to have a bandwidth of 10 kHz at a frequency 
of 535 kHz. The Q of this circuit must be Q = fl 1!,.f = 535/10 = 53 .5. At the other end 
of the broadcast band, i.e., at 1640 kHz, the inductive reactance (and therefore the Q) 
of the coil should in theory have increased by a factor of 1640/535 to 164. In practice, 
however, various losses dependent on frequency will prevent so large .an increase. 
Thus the Q at 1640 kHz is unlikely to be in excess of 120, giving a bandwidth of 
/!,.f= 1640/120 =·13.7 kHz and ensuring that the receiver will pick up adjacent sta
tions as well as the one to which it is tuned. Consider again a TRF receiver required to 
tune to 36.5 MHz, the upper end of the shortwave band. If the Q required of the RF 
circuits is again calculated; still on this basis of a IO-kHz bandwidth, we have Q = 
36,500/10 = 3650! It is obvious that such a Q is impossible to obtain with ordinary 
tuned circuits. 

The problems of instability, insufficient adjacent-frequency rejection, and 
bandwidth variation can all be solved by the use of a superheterodyne receiver, which 
introduces relatively few problems of its own. 

6-1.2 Superheterodyne Receiver 
The block diagram of Figure 6-2 shows a basic superheterodyne receiver and is a more 
practical version of Figure 1-3. There are slightly different versions, but they are 
logical modifications of Figure 6-2, and most are discussed in this chapter. In the 
superheterodyne receiver, the incoming signal voltage is combined with a signal gener
ated in the receiver. This local oscillator voltage is normally converted into a signal of 
a lower fixed frequency. The signal at this intermediate frequency contains the same 
modulation as the original carrier, and it is now amplified and detected to reproduce the 
original information. The superhet has the same essential components as the TRF 
receiver; in addition to the mixer, local oscillator and intermediate-frequency (IF) 
amplifier. . _ 

A constant frequency difference is maintained between the local oscillator and 
the RF circuit;~ normally through capacitance tuning, in which all the capacitors are 
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ganged together and operated in unison by one control knob. The IF amplifier gener
ally uses two or three transformers, each consisting of a pair of mutually coupled tuned 
circuits. With this large number of double-tuned circuits operating at a constant, spe
cially chosen frequency, the IF amplifier provides most of the gain (and therefore 
sensitivity) and bandwidth requirements of the receiver. Since the characteristics of the 
IF amplifier are independent of the frequency to which the receiver is tuned, the 
selectivity and sensitivity of the superhet are usually fairly uniform throughout its 
tuning range and not subject to the variations that affect the TRF receiver. The RF 

. circuits are now used mainly to select the wanted frequency, to reject interference such 
as the image frequency and (especially at high frequencies) to reduce the noise figure of 
the receiver. 

For further explanation of the superhe\erodyne receiver, refer to Figure 6-2. 
The RF stage is normally a wideband RF amplifier tunable from: approximately 
540 kHz to 1650 kHz (standard commercial AM band). It is mechanically tied to the 
local oscillator to ensure precise tuning characteristics. 

The local oscillator is a variable oscillator capable of generating a signal from 
0.995 MHz to 2.105 MHz. The incoming signal from the transmitter is selected and 
amplified by the RF stage. It is then combined (mixed) with a predetermined local 
oscillator signal in the mixer stage. (During this stage, a class C ·nonlinear device 
processes the signals, producing the sum, difference, and originals.) 

The signal from the mixer is then supplied to the IF (intermediate-frequency) 
amplifier. This amplifier is a very-narrow-bandwidth class A device capable of select
ing a frequency of 0.455 kHz ± 3 kHz and rejecting all others. 

The IF signal output is a_n amplified composite of the modulated RF from the 
transmitter in combination with RF from the local oscillator. Neither of these signals is 
usable without further processing. The next process is in the detector stage, which 
eliminates one of the sidebands still present and separates the RF from the audio 
components of the other sideband. The RF is filtered to ground, and audio is supplied 
or fed-to the audio stages for amplification and then to the speakers, etc. The following 
exa~ple shows the tuning process: · 
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1. Select an AM station, i.e., 640 kHz. 
2. · Tune the RF amplifier to the lower end of the AM band. 
3. Tune the RF amplifier. This also tunes the local oscillator to a predetermined 

frequency of 1095 kHz. 
4. Mix the 1095 kHz and 640 kHz. This produces the following signals at the output 

of the mixer circuit; these signals are then fed to the IF amplifier: 
a. 1.095-MHz local oscillator frequency 
b. 640-kHz AM station carrier frequency 
c. 445-kHz difference frequency 
d. 1. 735-MHz sum frequency 

Because of its narrow bandwidth, the IF amplifier rejects all other frequencies 
but 455 kHz. This rejection process reduces the risk of interference from other sta
tions. This selection process is the key to the superheterodyne's exceptional perfor
mance, which is why it is widely accepted. The process of tuning the local oscillator to 
a predetermined frequency for each station throughout the AM band is known as 
tracking and will be discussed later. 

A simplified form of the superheterodyne receiver is also in existence, in which 
the mixer output is in fact audio. Such a direct conversion receiver has been used by 
amateurs, with good results. 

The advantages of the superheterodyne receiver make it the most suitable type 
for the great majority of radio receiver applications; AM, FM, communications, 
single-sideband, television and even radar receivers all use it, with only slight modifi
cations in principle. It may be considered as today's standard form of radio receiver, 
and it will now be examine_d in some detail, section by section. 

6~ 2 AM RECEIVERS 

Since the type of receiver is much the same for the various forms of modulation, it has 
been found most convenient to explain the principles of a superheterodyne receiver in 
general while dealing with AM receivers in particular. In this way, a basis is formed 
with the aid of a simple example of the use of the superheterodyne principle, so that 
more complex versions can be compared and contrasted with it afterwards; at the same 
time the overall system will be discussed from a practical point of view. 

6-2.1 RF, Section and Characteristics: 
A radio receiver always has an RF section, which is a tunabl~ circuit connected to the 
antenna terminals. It is there to select the wanted frequency and reject some of the 
unwanted frequencies. However, such a receiver need not have an RF amplifier fol
lowing this tuned circuit. If there is an amplifier its output is fed to the mixer at whose 
input another tunable circuit is present. In many instances, however, the tuned circuit 
co.ririected to the antenna is the actual input circuit of the mixer. The receiver is then 
said. to have no RF amplifier. 
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Reasons for use and functions of RF amplifier The receiver having an RF stage is 
undoubtedly superior in performance to the receiver without one, all else being equal. 
On the other hand, there are some instances in which an RF amplifier is uneconomical, 
i.e., where its inclusion would increase the cost of the receiver significantly while 
improving performance only marginally. The best example of this kind of receiver is a 
domestic one used in a high-signal-strength area, such as the metropolitan area of any 
large city. 

The advantages of having an RF amplifier are as follows (reasons 4 to 7 are 
either more specialized or less important): 

1. Greater gain, i.e., better sensitivity 
2. Improved image-frequency rejection 
3. Improved signal-to-noise ratio 
4. Improved rejection of adjacent unwanted signals, i.e., better selectivity 
5. Better coupling of the receiver to the antenna (important at VHF and above) 
6. Prevention of spurious frequencies from entering the mixer and heterodyning there 

to produce an interfering frequency equal to the IF from the desired signal 
~. Prevention of reradiation of the local oscillator through the antenna of the receiver 

(relatively rare) 

The single-tuned, transformer-coupled amplifier is most commonly employed 
for-RF amplification, as illustrated in Figure 6-3. Both diagrams in the figure are seen 
to have an RF gain control, which is very rare with domestic receivers but quite 
common in communications receivers. The medium-frequency amplifier of Figure 
6-3a is quite straightforward, but the VHF amplifier of Figure 6-3b contains a number 
of refinements. Feedthrough capacitors are used as bypass capacitors and, in conjunc
tion with the RF choke, to decouple the outpu( from the Vee· As indicated in Figure 
6-3b; one of the electrodes of a feedthrough capacitor is the wire running through it. 
This is surrounded by the dielectric, and around that is the grounded outer electrode. 
This arrangement minimizes stray inductance in series with the bypass capacitor. 
Feedthrough capacitors are almost invariably provided for bypassing at VHF and often 
have a value of !000 pF. A single-tuned circuit is used at the input and is coupled to 
ihe antenna by means of a trimmer (the latter being manually adjustable for matching to 
different antennas). Such coupling is used here because of the high frequencies in

. volved. In practice RF amplifiers have the input and output tuning capacitors ganged to 
each other and to the one tuning the local oscillator. 

Sensitivity. The sensitivity of a radio receiver is its ability to amplify weak signals. It 
is often defined in terms of the voltage that must be applied to the receiver input 
terminals to give a standard output power, measured at the output terminals. For AM 
broadcast receivers, several of the relevant quantities have been standardized. Thus 30 
percent modulation by a 400-Hz sine wave is used, and the signal is applied to the 
receiver \hrough a standard coupling network known as a dummyantenna. The stan
dard output is 50 milliwatts (50 rnW), and for all types ofreceivers the loudspeaker is 
replaced by a load resistance of equal value. 
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FIGURE 6-3 Transistor RF amplifiers. (a) Medium-frequency; (b) VHF. 

Sensitivity is often expressed in microvolts or in decibels below I V and mea
sured at three points along the tuning range when a production receiver is lined up. It 
is seen from the sensitivity curve in Figure 6-4 that sensitivity varies over the tuning . 
band. At 1000 kHz, this particular receiver has a sensitivity of 12.7 µ,V, or -98 dBV 
(dB below I V). Sometimes the sensitivity definition is extended, and the m.anufac- . 
turer of this receiver may quote it to be, not merely 12.7 µ,V, but "12.7 µ,V for a 
signal-to-noise ratio of 20 dB in the output of the receiver." 

For professional receivers, there is a tendency to quote the sensitivity in terms 
of signal power required to produce a minimum acceptable output signal with a mini
mutn acceptable signal-to-noise ratio. The measurements are made under the condi
tions described, and the minimum input power is quoted in dB below 1 mW or dBm. 
Under the heading of "sensitivity" in the specifications of a receiver, a manufacturer 
might quote, "a -85-dBm I-MHz signal, 30 p<;_rcent modulated with a 400-Hz sine 
wave will, when applied to the input terminals of this rece.iver through a dummy 
antenna, produce an output of at least 50 mW with a signal-to-noise ratio not less than 
20 dB in the output.'' 
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The most important factors determining the sensitivity of a superheterodyne 
receiver are the gain of the IF amplifier(s) and.that of the RF amplifier, if there is one. 
It is obvious that the noise figure plays an important part. Figure 6-4 shows the sensi
tivity plot of a rather good domestic or car radio. Portable and other small receivers 
used only for the broadcast band might have a sensitivity in the vicinity of 150 µ,V, 
wh_ereas the sensitivity of quality communications receivers may be better than I µ,Vin 
the HF band. 

Selectivity The selectivity of a receiver is its ability to reject unwanted signals. It is 
expressed as a curve, such as the one of Figure 6-5, which shows the attenuation that 
the receiver offers to signals at frequencies near to the one to which it is tuned. 
Selectivity is measured at t]je end of a sensitivity test with conditions the same as for 
sensitivity, except that now the frequency of the generator is varied to either side of the 
frequency to which the receiver is tuned .. The output of the receiver naturally falls, 
since the input frequency is now incorrect. The input voltage must be increased until 
the output is the same as it was originally. The, ratio of the voltage required of reso-
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FIGURE 6-5 Typical selectivity curve. 
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nance to the voltage required when the generator is tuned to the receiver's frequency is 
calculated at a number of points and then plotted in decibels to give a curve, of which 
the. one in Figure 6-5 is representative. Looking at the curve, we see that at 20 kHz 
below the receiver tuned frequency, an interfering signal would have to be 60 dB 
greater than the wanted signal to come out with the same amplitude. 

Selectivity varies with receiving frequency if ordinary tuned circuits are used in 
the IF section, and becomes somewhat worse when the receiving frequency is raised. 
In general, it is determined by the response of the IF section, with the mixer and RF 
amplifier input circuits-playing-a slll!lll but significant part. It should be noted that it is 
selectivity that determines the adjacent,channel rejection of a receiver. 

Image frequency and its rejection In a standard broadcast receiver (and, in fact, in 
the vast majority of all receivers made) the local oscillator frequency is made higher 
than the incoming signal frequency for reasons that will become apparent. It is made 
equal at all times to the signal frequency plus the intermediate frequency. Thus Jo = 
f, + Ji, or!,= f 0 - Ji, no matter what the signal frequency may be. Whenf, and/

0 
are 

mixed, the difference frequency, which is one of the by-products, is equal to Ji. As · 
such, it is the only one passed and amplified by the IF stage. 

If a frequency f,1 manages to reach the mixer, such that[,,= f 0 + Ji, that is, 
f,1 = f, + 2fi, then this frequency will also produce Ji when mixed with/0 • The relation
ship of these frequencies is shown in Figure 3-2, though in a different context. Unfor
tunately, this spurious intermediate-frequency signal will also be amplified by t.he IF 
stage and will therefore provide interference. This has the effect of two stations being 
received simultaneously and is naturally undesirable. The term!,, is called the image 
frequency and is defined as the signal frequency plus twice the intermediate frequency. 
Reiterating, we have 

j,, = !, + 2fi (6-1) 

The rejection of an image frequency by a single-tuned circuit, i.e., the ratio of 
the gain at the signal frequency to the gain at the image frequency, is given by 

a= v'l + Q2p2 (6-2) 

where 

!,, f, 
p=---

f, !,, 

Q = loaded Q of tuned circuit 

(6-3) 

If the receiver has an RF stage, then there are two tuned circuits, both tuned to 
!,. The rejection of each will be calculated by the same formula, and the total rejection 
,~ill be the product of the two. Whatever applies to gain calculations applies also to 
those involving rejection. 

Image rejection depends on the front-end selectivity of the receiver and must be 
achieved before the IF stage. Once the spurious frequency enters the first IF amplifier, 
it becomes impossible to remove it from the wanted signal. It can be seen that iff,,/f, is 
large, as it is in the AM broadcast band, the use of an RF stage is not essential for good 
image-frequency rejection, but it does become necessary above about 3 MHz. 
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. EXAMPLE 6-1 In a broadcast superheterodyne receiver having no RF lUIIPlifier, the 
loaded Q of the antenna coupling circuit (at the input to the mixer) is 100. If the 
intennediate frequency is 455 kHz, calculate (a) the image frequency and its rejection 
ratio at 1000 kHz and (b) the image frequency and its rejection ratio at 25 MHz. 

SOLUTION 

(a) /,, = 1000 + 2 X 455 = 1910 kHz 
1910 1000 ,· 

p = 1000 - "i91o' = 1.910 - 0.524 = 1.386 

a= Vl + 1002 x 1.3862 = Vl + 138.62 = 138.6 

This is 42 dB and is considered adequate for domestic receivers in the MF band. 

• (b) /,, = 25 + 2 X 0.455 = 25.91 MHz 
25.91 25 ·, 

p = ~ - 25M = 1.0364 - 0.9649 = 0.0715 

a= VI+ 1002 X 0.07152:= VI+ 7.152 =J.22 

It 1s' ObviOus that this -l'ejectiQn will be insufficient for a ·pr8_~tical ~iVer in _the 'HF 
· band. · · 

Example 6-1 shows, as it was meant to, that although image rejection need not 
be a problem fm an AM broadcast receiver without an RF stage, special precautions 
must be taken at HF. This will be seen in Section 6-3, but two possibilities can be 
explored now, in Example 6-2. 

; EJµMPLE 6-2 · In order to ma!«> the .image-frequency rejection of the receiver of 
:];!xan,ple &-1 as good a:t 25 MHz. as it was a.t I 000 .kflz, .cal9",l,a)e. (<1) /he loaded Q 

:,:wpich "!',RF: amplifierJorthis receiver would baye to.have and (b) the ney, intennedi
• ate frequency that would be .needed (if there is to be no RF _amplifier). 
. ' .. " .. ' 

I SOLUTION 

! {a) Since the mixer already bas a rejection of 7 .22, the iiilage reJectioi, of the.RF stage 
Will have to be , , · · . • · 

. 138 6 . ' ' . · 
' a'=-.-·-= 192 = V!+Q'2 x O 07152 
• . 7.22 . · .. 

. ,
2 

_ 19.22 - I 

· Q - 0.0715 

FQ'=~ 
. , . ,.0,,0715 

268 

'A well4,;igned receiver would have the same Q for both tu~ed circuits. flere this 
<•·works out to .164 each, t/lat,,bejng the geometric l!le8!J of !Ojl and 2~8; . . . 

• (b) If the rejection is.to be the same as initially, through.a cltange,,iJ1,tlle intermediate 
'. freque~cy, it is ~pparent thatp wiU have to be the S8Ille as inExample)-j a, since the 

Q is also the same. Thus ' ' 
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1;, _ A= 138 6 = 1910 _ 1000 
f, 1;, . . 1000 1910 

r: = 1910 = 1.n · 
. !,, 1000 

25 ~ 2// = 1.91 

25 + 2// ,;, 1.9(X 25 
//=. 1.91 X 25-25 

. 2 
_ 0.91 X 25 _ Jl..4 MHz 

. 2 . 

Adjacent channel selectivity (Double spotting) This is a well-known phenomenon, 
which manifests itself by the picking up of the same shortwave station at two nearby 
points on the receiver dial. It is caused by poor front-end selectivity, i.e., inadequate 
image-frequency rejection. That is to say, the front end of the receiver does not select 
different adjacent signals very well, but the IF stage takes care of eliminating almost all 
of them. This being the case, it is obvious that the precise tuning of the local oscillator 
is what determines which signal will be amplified by the IF stage. With_in broad limits, 
the setting of the tuned circuit at the input of the mixer is far less important (it being 
assumed that there is no RF amplifier in a receiver which badly suffers from double· 
spotting). Consider such a receiver at HF, having an IF of 455 kHz. If there is a strong 
station at 14.7 MHz, the receiver will naturally pick it up. When it does, the local 
oscillator frequency will be 15.155 MHz. The receiver _will also pick up this strong 
station when it (the receiver) is tuned to 13.790 MHz. When the receiver is tuned to the 
second frequency, its local oscillator will be adjusted to 14.245 MHz. Since this is 
exactly 455 kHz below the frequency of the strong station, the two signals will produce 
455 kHz when they are mixed, and the IF amplifier will not reject this signal. If there 
had been an RF amplifier, the 14.7-MHz signal might have been rejected before reach
ing the mixer, but without an RF amplifier this receiver cannot adequately reject 
14.7 MHz when it is tuned to 13.79 MHz. 

Lack of selectivity is harmful because a weak station may be masked by the 
reception of a nearby strong station at the spurious point on the dial. As a matter of 
interest, double spotting may be used to calculate the intermediate frequency of an 
unknown receiver, since the spurious point on the dial is precisely 2!, below the correct 
frequency. (As expected, an improvement in image-frequency rejection will produce a 
corresponding reduction in double spotting.) 

6-2.2 Frequency Changing and Tracking 
The mixer is a nonlinear device having two sets of input terminals and one set of output 
terminals. The signal from the antenna or from the preceding RF amplifier is fed to one 
set of input terminals, and the output of the local oscillator is fed to the other set. As 
was shown in Equation (4-8), such a nonlil)ear circuit will have several frequencies 
present in its output, including the difference between the two input frequencies-in 
AM this was called the lower sideband. The difference frequency here is the intermedi
ate frequency and is the one to which the output' circuit of the mixer is tuned. 
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The most common types of mixers are the bipolar transistor, FET, dual-gate 
metal-oxide-semiconductor field-effect transistor (MOSFET) and integrated circuit. 
All are generally self-excited in domestic receivers, so that the device acts as both 
oscillator and mixer. When tubes were common, the pentagrid and triode-hexode were 
made specially for self-excited mixer duty. At UHF and above, crystal (i.e., silicon) 
diodes have been used as mixers since before World War II, because of their low noise 
figures. These and other diodes, with even lower noise figures, are still used, as we 
will see in the microwave chapters. Naturally, diode mixers are separately excited. 

Conversion transcondnctance It will be recalled that the coefficient of nonlinearity 
of most nonlinear resistances is rather low, so that the IF output of the mixer will be 
very low indeed unless some preventive steps are taken. The usual step is to make the 
local oscillator voltage quite large, I V rms or more to a mixer whose signal input 
voltage might be 100 µ.V or less. That this has the desired effect is shown by term (V) 
of Equation ( 4-8). It is then said that the local oscillator varies the bias on the mixer 
from zero to cutoff, thus varying the transconductance in a nonlinear manner. The 
mixer amplifies the signal with this varying gm• and an IF output results. 

Like any other amplifying ·device, a mixer has a transconductance. However, 
the situation here is a little more complicated, since the output frequency is different 
from the input frequency. Conversion transconductance is defined as 

_ !!,.;P (at the intermediate frequency) 
gc - Liv, (at the signal frequency) 

(6-4) 

The conversion transconductance of a transistor mixer is of the order of 6 mS, 
which is decidedly lower than the gm of the same transistor used as an amplifier. Since 
gc depends on the size of the local oscillator voltage, the above value refers to optimum 
conditions. 

Separately excited mixer In this circuit, which is shown in Figure 6-6, one device 
acts as a mixer while the other supplies the necessary oscillations. In this case, T1, the 
FET, is the mixer, to whose gate is fed the output of T2 , the bipolar transistor Hartley 
oscillator. An FET is well suited for mixer duty, because of the square-law characteris
tic of its drain current. If T1 were a dual-gate MOSFET, the RF input would be applied 
to one of the gates, rather than to the source as shown hare, with the local oscillator 
output going to the other gate, just as it goes to the single gate here. Note the ganging 
together of the tuning capacitors across the mixer and oscillator coils, and that each in 
practice has a trimmer (CT,) across it for fine adjustment by the manufacturer. Note 
further that the output is taken through a double-tuned transformer (the first IF trans
former) in the drain of the mixer and fed to the IF amplifier. The arrangement as shown 
is most common at higher frequencies, whereas in domestic receivers a self-excited 
mixer is more likely to be encountered. 

Self-excited mixer (The material in this section has been drawn from "Germanium 
and Silicon Transistors and Diodes" and is used with permission of Philips Industries 
Pty. Ltd.) The circuit of Figure 6-7 is best considered at each frequency in tum, but the 
significance of the L5 - L3 arrangement must first be explained. To begin, it is neces-
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FIGURE 6-6 .Separately excited FET mixer. 

sary that the tuned circuit L3 - _ C0 be placed between collector and ground, but only 
for ac purposes. The construction of a ganged capacitor (C0 is one of its sections) is 
such that in all the various sections the rotating plates are connected to one another by 
the rotor shaft. ·The rotor of the gang is grounded. One end of Co must go to ground, 
and yet there has to be a continuous path for direct current from HT to collector. One of 
the solutions lo this problem would be the use of an RF choke instead of L4 , and the 

FIGURE 6-7 Self-excited bipolar transistor mixer. 
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L, L, c, 

FIGURE 6-8 Mixer equivalent at f 0 • 

connection of a coupling capacitor from the bottom of L 6 to the top of L 3• The arrange
ment as shown is equally effective and happens to be simpler and cheaper. It is merely 
inductive coupling instead of a coupling capacitor, and an extra transformer winding 
instead of an RF choke. 

Now, at the signal frequency, the collector and emitter tuned circuits may be 
considered as being effectively short-circuited so that (at the RF) we have an amplifier 
with an input tuned circuit and an output that is indeterminate. At the IF, on the other 
hand, the base and emitter circuits are the ones which may be considered short
circuited. Thus, a(the IF, we have an amplifier whose input comes from an indetermi-

. nate source, and whose output is tuned to the IF. Both these "amplifiers'' are common
emitter amplifiers. 

At the local oscillator frequency, the RF and IF tuned circuits may both be 
considered as though they were short-circuited, so that the equivalent circuit of Figure 
6-8 results (atf0 only). This is seen to be a tuned-collector Armstrong oscillator of the 
CQffiffiQil-base Variety, I 

We have considered each function of the mixer individually, but the circuit 
performs them all simultaneously of course. Thus, the circuit oscillates, the transcon
ductance of the transistor is varied in a nonlinear ·manner at the local oscillator rate and 
this variable gm is used by the transistor to amplify the incoming RF signal. Heterodyn
ing occurs, with the resulting production of the required intermediate frequency. 

Superheterodyne tracking As previously mentioned, the AM receiver is composed 
of a group of RF circuits whose main function is to amplify a particular frequency (as 
preselected by the tuning dial) and to minimize interference from all others. 

The superheterodyne receiver was developed to accomplish this as an improve
ment over some of the earlier attempts. This type of receiver incorporated some extra 
circuitry to ensure maximum signal reception (see Figure 6-9). Referring to the simpli
fied block diagram in Figure 6-9, we can follow the signal process step by step. 

The signal is received by the first-stage RF amplifier (which is a wideband class 
A amplifier) whose resonant frequency response curve can be tuned from 540 kHz to 
1650 kHz (the standard broadcast band). The modulated signal is amplified and fed to 
the mixer stage (a class C circuit capable of producing the sum, difference, and original 
frequencies), which is receiving signals from two sources (the RF amplifier and the 
local oscillator). The unmodulated signal from the local oscillator is fed to the mixer 
simultaneously with the modulated signal from the RF amplifier (these two circuits are 
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mechanically linked, as will be explained later in this section). The local oscillator 
(LO) is a tunable circuit with a tuning range that extends from 995 kHz to 2105 kHz. 

' The output from the mixer circuit is connected to the intermediate-frequency 
amplifier (IF amp), which amplifies a narrow band of select frequencies ( 455 kHz ± 
3 kHz). In some receivers this class A circuit acts not only as an amplifier but also as 
a filter for unwanted frequencies which would interfere with the selected one. This new 
IF frequency contains the same modulated information as that transmitted from the 
source but at a frequency range lower than the standard broadcast band. This conver
sion process helps reduce unwanted interference from outside sources. The signal is 
rectified and filtered to eliminate one sideband and the carrier ( conversion from RF to 
AF) and is finally amplified for listening. 

To understand the process mathematically, follow these five steps: 

1. The receiver is tuned to 550 kHz 
2. The local oscillator (because of mechanical linking) will generate a frequency of 

1005 kHz (always 455 kHz above the station carrier frequency) 
3. The mixer will produce a usable output of 455 kHz (the difference frequency of 

LO - RF, 1005 kHz - 550 kHz) 
4. The mixer output is fed to the IF amp (which can respond only to 455 kHz ± 

3 kHz; all the other frequencies are rejected 
5. The converted signal is rectified and filtered (detected), to eliminate the unusable 

portions, and -amplified for listening purposes 

This procedure is repeated for each station in the standard broadcast band and 
has proved to be one of the most reliable methods for receiving ( over a wide band) 
without undue interference from adjacent transmitters. 

The superheterodyne receiver (or any receiver for that matter) has a number of 
tunable circuits which must all be tuned correctly if any given station is to be received. 
The various tuned circuits are mechanically coupled so that·only one tuning control and 
dial are required. This means that no matter what the received frequency, the RF and 
mixer input tuned circuits must be tuned to it. The local oscillator must simultaneously 
be tuned to a frequency precisely higher than this by the intermediate frequency. Any 
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errors that exist in this frequency difference will result in an incorrect frequency being 
fed to the IF amplifier, and this must naturally be avoided. Such errors as exist are 

· called iracking errors, and they result in stations appearing away from their correct 
position on the dial. 

Keeping a constant frequency difference between the local oscillator and the 
front-end circuits is not possible, and some tracking errors must always occur. What 
can be accomplished normally is only a difference frequency that is equal to the IF at 
two preselected points on the dial, along with some errors at all other points. If a coil is 
placed in series with the local oscillator ganged capacitor, or, more commonly, a 
capacitor in series with the oscillator coil, then three-point tracking results and has the 
appearance of the solid curve of Figure 6-10. The capacitor in question is called a 
padding capacitor or a padder and is shown (labeled Cp) in Figures 6-6 and 6-7. The 
wanted result has been obtained because the variation of the local oscillator coil reac
tance with frequency has been altered. The three frequencies of correct tracking may be 
chosen in the design of the receiver and are often as shown in Figure 6-10, just above 
the bottom end of the band (600 kHz), somewhat below the top end (1500 kHz), and at 
the geometric mean of the two (950 kHz). 

It is entirely possible to keep maximum tracking error below 3 kHz. A value as 
low as that is generally considered quite acceptable. Since the padder has a fixed value, 
it provides correct three-point tracking only if the adjustable local oscillator coil has 
been preadjusted, i.e., aligned, to the correct value. If this has not been done, then 
incorrect three-point tracking will result, or the center point may disappear completely, 
as shown in Figure 6-10. 

Local oscillator In receivers operating up to the limit of shortwave broadcasting, that 
is 36 MHz, the most common types of local oscillators are the Armstrong and the 
Hartley, The Colpitts, Clapp, or ultra-audion oscillators are used at the top of.this 
range and above, with the Hartley also having some use if frequencies do not exceed 
about 120 MHz. Note that all these oscillators are LC and that each employs only one 
tuned circuit to determine its frequency. Where the frequency stability of the local 
oscillator must be particularly high,.AFC (see Sections 5-3.3 and 6-3.2) or a frequency 
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synthesizer (see Sections 6-3.3 and 6-5.2) may be used. Ordinary local oscillator 
circuits are shown in Figures 6-6 and 6-7. 

The frequency range of a broadcast receiver local oscillator is calculated on the 
basis of a signal frequency range from 540 to 1650 kHz, and an intermediate frequency 
which is generally 455 kHz. For the usual case of local oscillator frequency above 
signal frequency, this range is 995 to 2105 kHz, giving a ratio of maximum to mini
mum frequencies of 2.2: I. If the local oscillator had been designed to be below signal 
frequency, the range would have been 85 to 1195 kHz, and the ratio would have been 
14: I. The normal tunable capacitor has a capacitance ratio of approximately JO: I, 
giving a frequency ratio of 3.2: I. Hence the 2.2: I ratio required of the local oscillator 
operating above signal frequency is well within range, whereas the other system has a 
frequency range that cannot be covered in one sweep. This is the main reason why the 
local oscillator frequency is always made higher than the signal frequency in receivers 
with variable-frequency oscillators . 

. It may be shown that tracking difficulties would disappear if the frequency ratio 
(instead of the frequency difference) were made constant. Now, in the usual system, 
the ratio of local oscillator frequency to signal frequency is 995/540 = 1.84 at the 
bottom of the broadcast band, and 2105/1650 = 1.28 at the top of the band. In a 
local,oscillator-below-signal-frequency system, these ratios.would be 6.35 and 1.38, 
respectively. This is a much greater variation in frequency ratio and would result in far 
more troublesome tracking problems. 

6-2.3 Intermediate Frequencies and IF Amplifiers 

Choice of frequency The intermediate frequency (IF) of a receiving system is usually 
a compromise, since there are reasons why it should be neither low nor high, nor in a 
certain range between the two. The following are the major factors influencing. the 
choice of the intermediate frequency in any particular system: 

1. If the intermediate frequency is too high, poor selectivity and poor adjacent
channel rejection result unless sharp cutoff (e.g., crystal or mechanical) filters are 
used in the IF stages. 

2. A high value of intermediate frequency increases tracking difficulties. 
3. As the intermediate frequency is lowered, image-frequency rejection becomes 

poorer. Equations (6-1), (6-2) and (6-3) showed that rejection is improved as the 
ratio of image frequency to signal frequency is increased, and this requires a high 
IF. It is seen that image-frequency rejection becomes worse as signal frequency is 
raised, as was shown by Example 6-la and b. 

4. A very low intermediate frequency can make the selectivity too sharp, cutting off 
the sidebands. This problem arises because the Q must be low when the IF is low, 
unless crystal or mechanical filters are used, and therefore the gain per stage is 
low. A designer is more likely to raise the Q than to increase the number of IF 
amplifiers. 

5. If the IF is very low, the frequency stability of the local oscillator must be made 
correspondingly higher because any frequency drift is now a larger proportion of 
the low IF. than of a high IF. 
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6. The intermediate frequency must not fall within the tuning range of the receiver, 
or else instability will occur and heterodyne whistles will be heard, making it 
impossible to tune to the frequency band immediately adjacent to the intermediate 
frequency. 

Frequencies used As a result of many years' experience, the previous requirements 
have been translated into specific frequencies, whose use is fairly well standardized 
throughout the world (but by .no means compulsory). These are as follo~s: 

1. Stand(lrd broadcast AM receivers [tuning to 540 to 1650 kHz, perhaps 6 to 
18 MHz, and possibly even the European long-wave band (150 to 350 kHz)] use 
an IF within the 438- to 465-kHz range, with 455 kHz by far the most popular 
frequency. 

2. AM, SSB and other receivers employed for shortwave or VHF reception have a 
first IF often in the range from about 1.6 to 2.3 MHz, or else above 30 MHz. 
(Such receivers have two or more different intermediate frequencies.) 

3. FM receivers using the standard 88- to !08-MHz band have an IF which is almost 
. always !0.7 MHz. 

4. Television receivers in the VHF band (54 to 223 MHz) and in the UHF band (470 
to 940 MHz) use an IF between 26 _and _46 MHz, with approximately 36 and 
46 MHz the two most popular values. 

5. Microwave and radar receivers, operati_ng on frequencies in the l- to IO-GHz 
range, use intermediate frequencies depending on the application, with 30, 60 and 
70 MHz among the most pop~lar. 

By and large, services covering a wide frequency range have IFs somewhat 
below the lowest receiving frequency, whereas other services, especially fixed
frequency microwave ones, may use intermediate frequencies as much as 40 times 
lower than the receiving frequency. 1 

Intermediate-frequeucy amplifiers The IF amplifier is a fixed-frequency amplifier, 
with the very important function of rejecting adjacent unwanted frequencies. It should 
have a frequency response with steep skirts. When the desire fora flat-topped response 
is added, the resulting recipe is for a double-tuned or stagger-tuned amplifier. Whereas 
FET and integrated circuit IF amplifiers generally are (and vacuum-tube ones always 
were) double-tuned at the input and at the output, bipolar transistor amplifiers often are 
single-tuned. A typical bipolar IF amplifier for a domestic receiver is shown in Figure 
6-l l. It is seen to be a two-stage amplifier, with all IF transformers single tuned. This 
departure from a single-stage, double-tuned amplifier is for the sake of extra gain, and 
receiver sensitivity. 

Although a double-tuned circuit, such as those shown in Figures 6-12 and 6-13, 
rejects adjacent frequencies far better than a single-tuned circuit, bipolar transistor 
amplifiers, on the whole, use single-tuned circuits for interstage coupling. The reason 
is that greater gain is achieved in this way because of the need for tapping coils in tuned 
circuits. This tapping may be required to obtain maximum power transfer and a reduc
tion of tuned circuit loading by the transistor. Since transistor impedances may be low, 
tapping is employed, together with somewhat lower inductances than would have been 
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FIGURE 6-11 Two-stage IF amplifier. 

used with tube circuits. If a double-tuned transformer were used, both sides of it might
have to be tapped, rather than just one side as with a single-iuned transformer. Thus a 
reduction in gain would result. Note also that neutralization may have to be used 
( capacitors C n in Figure 6-11) in the transistor IF amplifier, depending on the fre- · 
quency and the type of transistor employed. · 

- When double tuning is used, the coefficient of coupling varies from 0.8 times 
critical to critkal, overcoupling is not normally used without a special reason. Finally, 

. the IF transformers are often -all made identical so as to be interchangeable. 

6-2.4 Detection and Automatic Gain Control (AGC) 

Operation of diode detector The diode is by far the most common device used for 
AM demodulation ( or detection), and its operation will now be considered in detail. On 
the circuit of Figure 6-12a, C is a small capacitance and R_is a large resistance. The 
parallel combination of R and C is the load resistance across which the rectified output 
voltage V0 is developed. At each positive peak of the RF cycle, C charges up to a 
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: FIGURE 6-12 Simple diode detector. (a) Circuit diagram; (b) input and output voltages. 
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potential almost equal to the peak signal voltage V,. The difference is due to the diode 
drop since the forward resistance of the diode is small (but not zero). Between peaks a 
little of the charge in C decays through R, to be replenished at the next positive peak. 
The result is the voltage V0 , which reproduces the modulating voltage accurately, 
except for the small amount of RF ripple. Note that the time constant of RC combina
tion must be slow enough to keep the RF ripple as small as possible, but sufficiently 
fast for the detector circuit to ,follow the fastest modulation variations. 

This simple diode detector has the disadvantages that V0 , 'in addition to being 
proportional to the modulating voltage, also has a de component, which represents the 
average envelope amplitude (i.e., carrier strength)>" and a small RF ripple. The un
wanted components are removed in a practical detector, leaving only the intelligence 
and some second harmonic of the modulating signal. · 

Practical diode detector A number of additions have been made .to the simple detec
tor, and its practical version is shown in Figure 6-13. The circuit operates in the 
following manner. The diode has been reversed, so that now the negative envelope is 
demodulated. This has no effect on detection, but it does ensure that a negative AGC 
voltage will be available, as will be shown. The resistor R of the basic circuit has been 
split into two parts (R I and R2) to ensure that there is a series de path to ground for the 
diode, but at the same time a low-pass filter has been added, in the form of R 1 - C 1• 

This has the function of removing any RF ripple that might still be present. Capacitor 
C2 is a coupling capacitor, whose main function is to prevent the diode de output from 
reaching the volume control-R4 • Although, it is not necessary to have the volume 
control immediately after the. detector, that is a convenient place for it. The combina
tion Ra - Ca is a low-pass filter designed to remove AF components, providing a de 
voltage whose amplitude is proportional to the carrier strength, and which may be used 
for automatic gain control. 

It can be seen from Figure 6-13 that the de diode load is equal to R1 + R2, 

whereas the audio load impedance Zm is equal to RI in series with the parallel combina
tion of R2 , Ra and R4 , assuming that the capacitors have reactances which may be 
ignored. This will be true at medium frequencies, but at high and low audio frequen
cies Zm may have a reactive component, causing a phase shift and distortion as well as 
an uneven frequency response. 
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Principles of simple automatic gain control Simple AGC is a system by means of 
which the overall gain of a radio receiver is varied automatically with the changing 
strength of the received signal, to keep the output substantially constant. A de bias 
voltage, derived from the detector as shown and explained in connection with Figure 
6-13, is applied to a selected number of the RF, IF and mixer stages. The devices used 
in those stages are ones whose transconductance and hence gain depends on the applied 
bias voltage or current. It may.be noted in passing that, for correct AGC operation, this. 
relationship between applied bias and transconductance need not be strictly linear, as 
long as transconductance drops significantly with increased bias. The overall result on 
the receiver output is seen in Figure 6-14. 

All modem receivers are furnished with AGC, which enables tuning to stations 
of varying signal strengths without appreciable change in the volume of the output 
signal. Thus AGC "irons out" input signal amplitude variations, and the gain control 
does not have to be readjusted every time the receiver is tuned from one station to 
another, except when the change in signal strengths is enormous. In addition, AGC 
helps. to smooth out the rapid fading which may occur with long-distance shortwave 
reception and prevents overloading of the last IF amplifier which might otherwise have 
occurred. 

Simple AGC in bipolar transistor receivers The significant difference between FET 
and bipolar transistor receivers, from the point of view of AGC application, is that in 
the bipolar case bias current is fed back, so that some power is required. Various 
methods are used for the application AGC in transistor receivers. A common one is 
analogous to that once employed in tube circuits, in that the gain of the relevant 
amplifiers is controlled by the adjustment (with AGC bias current) of emitter current. 

The emitter current is most easily controlled by variation of the base current, 
provided that sufficient AGC power is available. Since this power must be larger if the 
stage to be controlled has been stabilized against slow collector current variation, it is 
preferable to .make this stabilization le~s effective in a stage controlled by AGC. The 
method of applying automatic gain control of this type is shown at the base of the "first 
IF amplifier" in Figure 6-11. · 

It is possible to increase the available control power by using de amplification 
after the detector. Whereas a separate amplifier would be em~!oy~d for this purpose in 
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an elaborate receiver, the first audio amplifier is much more likely to be used in a 
broadcast receiver. In such an arrangement, the first AF amplifier must be de-coupled, 
in which case care must be taken to ensure that its bias is not upset unduly; otherwise, 
the amplifier will distort. 

Distortion in diode detectors Two types of distortion may arise in diode detectors. 
One is caused by the ac and de diode load impedances being unequal, and the other by 
the fact that the ac load impedance acquires a reactive component at the highest audio 
frequencies. 

Just as modulation index of the modulated wave was defined as the ratio Vm!Vc 
in Equation (3-4) and Figure 3-1, so the modulation index in the demodulated wave is 
defined as 

Im 
md=

Ic 
(6-5) 

The two currents are shown in Figure 6-15, and it is to be noted that the 
definition is in terms of currents because the diode is a current-operated device. Bear
ing in mind that all these are peak (rather than rms) values, we see that 

and (6-6) 

where Zm = audio diode load impedance, as described previously, and is assumed to 
be resistive 

Re = de diode load resistance 

The audio load resistance is smaller than the de resistance. Hence it follows that 
the AF current Im will be larger, in proportion to the de current, than it would have 
been if both load resistances had been exactly the same. This is another way of saying 
that the modulation index in the demodulated wave is higher than it was in the modu
lated wave applied to the detector. This, in tum, suggests that it is possible for over
modulation to exist in the output of the detector, despite a modulation index of the 
applied voltage of less than 100 percent. The resulting diode output current, when the 
input modulation index is too high for a given detector, is shown in Figure 6-15b. It 
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FIGURE 6-15 Detector diode currents. 
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exhibits negative peak clipping. The maximum value of applied modulation index 
which a diode detector will handle without negative peak clipping is calculated as 
follows: 

The modulation index in the demodulated wave will be 

Im Vm/Zm Re 
md=-=-·--=m-

fc VcfRc Zm 
(6-7) 

Since the maximum tolerable modulation index in the diode output is unity, the 
maximum permissible transmitted modulation index will be 

(6-8) 

Because the modulation percentage in practice (in a broadcasting system at any 
rate) is very unlikely to exceed 70 percent, this can be considered a well-designed 
detector. Since bipolar transistors may have a rather low input impedance, which 
would be connected to the wiper of the volume control and would therefore load it and 
reduce the diode audio load impedance, the first audio amplifier could well be made a 
field-effect transistor. Alternatively, a resistor may be placed between the moving 
contact of the volume control and the base of the first transistor, but this unfortunately 
reduces the voltage fed to this transistor by as much as a factor of 5. 

Diagonal clipping is the name given to the other form of trouble that may arise 
with diode detectors. At the higher modulating frequencies, Zm may no longer be 
purely resistive; it can have a reactive component due to C and C 1• At high modulation 
depths current will be changing so quickly that the time constant of the load may be too 
slow to follow the change. As a result, the current will decay exponentially, as shown 
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FIGURE 6-16 Diagonal clipping. 

in Figure 6-16, instead of following the wavefonn. This is called diagonal clipping. It 
does not nonnally occur when percentage modulation (at the highest modulation fre
quency) is below about 60 percent, so that it is possible to design a diode detector that 
is free from this type of distortion. The student should be aware of its existence as a 
limhing factor on the size of the RF filter capacitors. 

COMMUNICATIONS RECEIVERS 

A communications receiver is one whose main function_ is the reception of signals used 
for communications rather than for entertainment. It is a radio receiver designed to 
perfonn the tasks of low- and high-frequency reception much betterthim the type of set 
found in the average household. In tum, this makes the communications receiver 
useful in other applications, such as the detection of signals from high-frequency 
impedance bridges (where it is used virtually as a high-sensitivity tuned voltmeter), 
signal-strength measurement, frequency measurement and even tlie detection and dis
play of individual components of a high-frequency wave (such as an FM wave with its 

· many sidebands). It is often operated by qualified people, so that any added complica
tions in its tuning and operation are not necessarily detrimental, as they would be in a 
receiver to be used by the general public. 

· The commtiflications receiver has evolved from the ordinary home receiver, as 
the block diagram of Figure 6-17 and the photograph of Figure 6-18 demonstrate. Both 
are superheterodyne receivers, but in order to perfonn its tasks the communications 
receiver has a number of modifications and added features. These are the subject of this 
section, in which the strange new blocks of Figure 6-17 will also be discussed. 

6-3.1 Extensions of the Superheterodyne Principle 
Some of the circuits found in communications receivers; such as tuning indicators and 
beat-frequency oscillators, may be said to be mere additions, other circuits are really 
extensions of the superheterodyne principle. Delayed AGC and double conversion are
but two of these circuits. It has been found convenient to subdivide the topic. into 
extensions of the superheterodyne principle and additions to it. 

Input stages It is common to, have.one; or sometimes ·even two, stages of RF amplifi
cation. Two stages are preferable if extremely high sensitivity and low noise are re-
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quired, although some complications in tracking are bound to occur. Regardless of the 
number of input stages, some system of band changing will have to be used if the 
receiver is to cover a wide frequency range, as nearly all communications receivers do. 
This is compounded by the fact that the normal variable capacitor cannot be relied upon 
to cover a frequency ratio much in·excess of 2: I at high frequencies. Band changing is 
accomplished in either of two ways-by switching in the required RF, mixer and local 
oscillator coils, or by fr~quency synthesis. The use of synthesis is a clear favorite in 
modem receivers. 

Fine tuning As the name implies, fine tuning permits stations transmitting on fre
quencies very close .to each other to be separated, or resolved, by the receiver. This 
ability is essential in a communications receiver. Some good-quality domestic receiv
ers provide an electrical fine-tuning control, using a separate dial. In this method, the 
local oscillator frequency is varied by means of a trimmer on either side of the main 
tuning control setting, and in this fashion close stations are separated. Similar results 
can be achieved with a mechanical vernier control, and indeed this is how fine tuning, 
or bandspread, used to be_ provided.in commuilications rece_ivers. These days, the use 
of frequency synthesis, as in the receiver of Figure 6-18, is almost invariable in com
mercial communications receivers. See Section 6-3.3 for details of this method. 

Double conversion Communications receivers and some high-quality domestic AM 
receivers have more than one intermediate frequency-generally two, but sometimes 
even more. When a receiver has two different !Fs, as does the one shown in block 
diagram form in Figure 6-17, it is then said to be a double-conversion receiver. The 
first IF is high, s~veral megahertz or even higher, and sometimes not even a fixed 
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frequency. The second IF is quite low, of the order of 1 MHz or even less. After. 
leaving the RF amplifier, the signal in such a receiver is still mixed with the output of 
a local oscillator. This is similar to the-local oscillator of a domestic receiver, except 
that now the resulting frequency difference is a good deal higher than 455 kHz. The 
high intermediate frequency is then amplified by the high-frequency IF amplifier, and 
the output is fed to. a second mixer and mixed with that of a second local oscillator. 
Since the second local oscillator frequency is normally fixed, this could be a crystal 
oscillator, and in fact very often is, in nonsynthesized receivers. The low second 
inteimediate frequency is amplified by an LF IF amplifier and then detected in the 
usual manner. 

Double conversion is desirable in communications receivers. As will be re
·called from Section 6-2.3, the intermediate frequency selected for any receiver is 
bound to be a compromise since there are equally compelling reasons why it should be 
both high and low. Double conversion avoids this compromise. The high first interme
diate frequency pushes the image frequency farther away from the signal frequency and 
therefore permits much better attenuation of it. The low second IF, on the other hand, 
has all the virtues of a low fixed operating frequency, particularly sharp selectivity and 
hence good adjacent-channel rejection. 

Please note that the high intermediate frequency must come first. If this does 
not happen, the image frequency win be insufficiently rejected at the input and will 
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F1GURE 6-19 Various AGC characteristics. 

become mixed up with the proper signal, so that no amount of high IF stages will make 
any difference afterward. 

Having two such intermediate frequencies provides a combinat/on of higher 
image and adjacent-frequency rejection than coul.d be achieved with the simple super
heterodyne system. It should be noted that double conversion offers no great advan
tages for broadcast or other medium-frequency receivers. It is essential for receivers 
operating in crowded HF and other bands. See also Section 6-5.1 for a further discus
sion of double conversion. 

Delayed AGC Simple AGC, as treated in Section 6-2.4, is clearly an improvement 
on no AGC at all, in that the gain of the receiver is reduced for strong signals. Unfortu
nately, as·Figures 6-14 and 6-19 both show, even weak signals do not escape this 
reduction. Figure 6-19 also shows two other AGC curves. The first is an "ideal" AGC 
curve. Here, no AGC would be applied until signal strength was considered adequate, 
and after this point a constant average output would be obtained no matter how much 
more the signal strength rose. The second is the delayed AGC curve. This shows that 
AGC bias is not applied until the signal strength has reached a predetermined level, 
after which bias is applied as with normal AGC, but more strongly. As the signal 
strength then rises, receiver output also rises, but relatively slightly. The problem of 
reducing the gain of the receiver for weak signals has thus been avoided, as with 
"ideal" AGC. 

A very common method of obtaining delayed AGC is shown in Figure 6-20. It 
uses two separate diodes: tlie detector and the AGC detector. These can be connected 
either to ·separate transformer windings, as shown, or both may be connected to the 
secondary without too much interfere.nee. As indicated, a positive bias is applied to the 
cathode of the AGC diode, to prevent conduction until a predetermined signal level has 
been reached. A control is often provlded, as shown, to allow manual adjustment of the 
bias on the AGC diode, and hence of the signal level at which AGC is applied. If weak 
stations are m~\tly likely to be received, the delay control setting may be quite high 

\ 
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Adjust delay 
+ Ycco---,---------~-.J\J\1\,-~ 

AGC diode = 

Detector 
.---.---<>AGC out 

diode = R3 

Last IF 

R, AF out 

c, 

= 
FIGURE 6-20 Delayed AGC circuit. 

(i.e., no AGC until signal level is fairly high). Nevertheless, it should be made as low 
as possible, to prevent overloading of the last IF amplifier by unexpected stronger 
signals.· · 

The method just described works well with FETs, and also with bipolar transis
tors if the number of stages controlled is large enough. If, in the latter case, fewer than 
three stages are being controlled, it may not be possible to reduce the gain of the 
receiver sufficiently 'fofvery strong signals, because of collector leakage current. If 
that is so, a secondary method of AGC is sometimes used together with simple AGC, 
the overall result being not unlike delayed AGC. A diode is here employed for variable 
damping, in a manner similar to that used in the ratio-detector, as described in Section 
6-4.4. 

Variable sensitivity and selectivity The ratio of the highest to the lowest signal 
strengths which a communications receiver may have to cope with could be as high as 
105 : I. This means that the receiver must have sufficient sensitivity to amplify fully 
very weak signals, while also being capable of having its gain reduced by ACG action 
by a ratio of 105 : 1, or 100 dB, so as not to overload on the strongest signal. Even the 
best ACG system is not capable of this performance. Apart from the alarming varia
tions in output that could occur, there is also the risk of overloading several of the IF 
amplifiers, especially the last one, and also the demodulator diode. To prevent the 
distortion which would follow, as well as possible permanent damage, the most sensi
tive communications receivers incorporate a sensitivity control. This control generally 
consists ·of a potentiometer which varies the bias on the RF amplifier and is, in fact, an 
RF gain control. The AGC is still present, but it now acts to keep the sensitivity of the 

.receiver to the level determined by the setting of this control. The receiver is now 
considerably more versatile in handling varying input signal levels. 

The selectivity, or to be more precise, the bandwidth, of the low-frequency IF 
amplifier may be made variable over a range that is commonly I to 12 kHz. The largest 
bandwidth_perrnits reception of high-quality broadcasts; whereas the smallest (although 
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it greatly impairs this quality) reduces noise and therefore increases intelligibility and 
will also reduce adjacent-channel interference. Variable selectivity is achieved in prac
tice by switching in crystal, ceramic, or mechanical filters. A set is provided, any of 
which may be switched into the second IF stage to give bandwidths of I, 2, 4, 6, 8, 
10, and 12 kHz. Receivers designed for radiotelegraphy reception may have minimum 
bandwidths as low as 300 Hz . 

. A notch filter is sometimes found in a communications receiver. This is a wave 
trap, or a stop filter, designed to reduce receiver gain at some specific frequency so as 
to reject it. It often consists simply of a series-resonant circuit across one of the LF IF 
transformers. The frequency at which this. trap is resonant will naturally be rejected 
since the load impedance of that amplifier will then be almost short-circuited. If the 
capacitor in the series-resonant circuit is made variable, the position of the notch can be 
adjusted so that any one adjacent spurious signal may be rejected on either side of the 
IF bandpass. A crystal gate may be used similarly. The versatility of a receiver is 
naturally enhanced, if it has a notch filter, variable selectivity and double conversion 
for suppressing unwanted nearby signals. 

· Blocking If a radio receiver is tuned to a weak signal, naturally the developed AGC . 
will be low and the front-end gain high. If a strong signal not too distant in frequency is 
now received, then unless it is properly rejected, it could develop substantial AGC 
voltage. Such a high AGC, caused by a spurious signal, could reduce the gain of the 
receiver, perhaps to the point of making the wanted signal inaudible. This situation is 
unwelcome; if the interfering signal is intermittent, it is intolerable. A receiver whose 
AGC system has very little reaction to the nearby spurious signals is said to have good 
blocking. A good way of showing how blocking is defined and measured is to state 
how it is quoted in receiver specifications. The Redifon R 551 is a receiver with very 
good blocking performance, quoted by the manufacturers as follows: "With a I mV 
EMF AO (SSB, 1000 Hz tone) wanted signal, a simultaneous 6 V .EMF AO unwanted 
signal (at least 20 kHz from wanted signal) will not reduce the wanted AF output by 
more than 3 dB." 

Very high IF rejection of adjacent signals is needed to produce such excellent 
blocking performance. Yet this performance is required in SSB receivers and in all 
other instances of working in crowded frequency bands. 

6-3.2 Additional Circuits 
The previous circuits and characteriStics were most easily classified as extensions of 
the superheterodyne system. The following are best thought of as additions. It must be 
noted that the subdivision, although convenient, is at times a little artificial. 

Tuning calibration Tuning calibration consists of having a built-in crystal oscillator, 
usually nonsinusoidal, operating at 500 to 1000 kHz, whose output may be fed to the 
input of the receiver by throwing the appropriate switch. With the beat-frequency 
oscillator in operation (to follow), whistles will now be heard at 500- or 1000-kHz 
intervals; especially since the crystaf oscillator works into a resistive load, so as not to 

' attenuate ham\onics of the fundamental frequency. (Refer also to Se,;tion 1-4.2.) The 
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calibration of the receiver may now be corrected by adjustment of the pointer or cursor, 
which must be movable independently of the gang. An elaborate receiver, which is 
also tunable to frequencies above 3Q MHz, may have a built-in crystal amplifier, 
whose function is to amplify the higherharmonics <>f'the crystal oscillator to make 
frequency calibration easier at those frequenci~Synthesized receivers do not require 
this facility. 

Beat-frequency oscillator A communications receiver should be capable of receiving 
transmissions of Morse code, i.e., pulse-modulated RF carrier. In the diode detector of 
a normal receiver, there is no provision for regi~tering the difference between the 
pre-sence and the absence of a carrier. (This is not entirely true since there are two ways 
of registering the difference. First, noise comes up strongly when the carrier disap
pears; second, a signal-strength meter or tuning indicator would show the presence of 
a carrier, but much too slowly.) Such pulse-modulated dots, dashes and spaces would 
produc"._ll() output whatever from the detector. 

In order to make Morse code audible, the receiver has a built-in BFO, normally 
at the detector, as shown on the block diagram of Figure 6-17. The BFO is not really a 
beat-frequency oscillator at all; it is merely a simple LC oscillator. The Hartley BFO is 
one .of the favorites, operating at a frequency of I kHz or 400 Hz above or below the 
last intermediate frequency. When the IF is present, a whistle is heard in the loud
speaker, so that it is the combination of the receiver, detector, input signal and this 
extra oscillator which has now become a beat-frequency oscillator. Since signal is 
present only during a dot or a dash in Morse code, only these are heard. The code can 
be received satisfactorily, as can radiotelegraphy. To prevent interference, the BFO js 
switched off when nontelegraph reception is resumed. 

Noise limiter A fair proportion of communications receivers are provided with noise 
limiters. The name is a little misleading since it is patently not possible to do anything 
about random noise in an AM receiving system (it is possible to reduce random noise in 
FM). An AM noise limiter is really an impulse-noise limiter, a circuit for reducing the 
interfering noise pulses created by ignition systems, electrical storms or electrical 
machinery of various types. This is often done by automatically silencing the receiver 
for the duration of a noise pulse, this being preferable to a loud, sharp noise in the 
loudspeaker or headphones. In a common type of noise limiter, a diode is used in 
conjunction with a differentiating circuit. The limiter circuit provides a negative volt
age as a result, of the noise impulse or any very sharp voltage rise, and this negative 
voltage is applied to the detector, which is thus cut off. The detector then ramains cut 
off for the duration of the noise pulse, a period that generally does not exceed a few 
hundred milliseconds. It is essential to provide a facility for switching off the noise 
limiter, or else it will interfere with Morse code or radiotele~raphy reception. 

Squelch (muting) When no carrier is present at the input, i.e., in the absence of 
transmissions on a given channel 9r between stations, a sensitive receiver will produce 
a disagreeable amount of loud noise. This is because AGC disappears in the absence of 
any carrier. The receiver acquires its maximum sensitivity and amplifies the noise 
present at its input. In some circumstances this is not particularly important, but in 
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many others it c_an·6e annoying and tiring. Systems such as those used by the police, 
ambulances and coast radio stations, in which a receiver must be monitored at all times 
but transmission is sporadic, are the principal beneficiaries of squelch. It enables the 
receiver's output to remain cut off unless the carrier is present. Apart from eliminating 
inconvenience, such a system must naturally increase the efficiency of the operator. 
Squelch is also called muting or quieting. Quiescent (or quiet) AGC and Codan (car
rier-operated device, antinoise) are similar systems. 

The squelch circuit, as shown in Figure 6-21, consists of a de amplifier to 
which AGC is applied and which operates upon the first audio amplifier of the re
ceiver. When the AGC voltage is low or zero, the de amplifier, T2, draws current so 
that the voltage drop across its load resistor R 1 cuts off the audio amplifier, T1; thus no 
signal or noise is passed. When the AGC voltage becomes sufficiently negative to cut 
off T2, this de amplifier no longer draws collector current, so that the only 'bias now on 
T1 is its self-bias, furnished by the bypassed emitter resistor R2 and also by the base 
potentiometer resistors. The audio amplifier now functions as though the squelch cir-
cuit were not there. ., 

Resistor R3 is-a dropping resistor, whose function it is to ensure that the de 
voltage supplied to the collector and base potentiometer of T1 is higher than the de 
voltage supplied (indirectly) to its emitter. Manual adjustment of R3 will allow the 
cut-in bias of T2 to be varied so that quieting may be applied for a selected range of 
AGC values. This facility·must be provided, otherwise weak stations, not generating 
sufficient AGC, might be cut off. The squelch circuit is normally inserted immediately 
after the detector, as shown in Figures 6-17 and 6-21. 

First AF 
amplifier c, 

c, 
f-o 

AF out 
AF ino----j 

c. Ro 
Ro Jc• R, r R2 

/ 
R, R4 

© +Vee 
DC R3 Level 

amplifier adjustment 

Rk c. 
c. 

RD 

AGCin 

FIGURE 6-21 Typical sq~elch circuit. 
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Out to 
detector 

Automatic frequency control As previously discussed in Section 5-3.3, the heart of 
·an.AFC circuit is a frequency-sensitive device, such as the phase discriminator, which 
produces a de voltage whose amplitude and polarity are proportional to the amount and 
direction of the local oscillator frequency error. This de control voltaf e is then used to 
vary, automatically, the bias on a variable-reactance device, whose output capacitance 
is thus changed. This variable capacitance appears across the (first) local oscillator 
coil, and (in the manner described in Section 5-3.3) the frequency of this variable
frequency oscillator (VFO) ,is automatically kept from drifting with temperature, line 
voltage changes or component aging. A block diagram of a receiver AFC system is 
shown in Figure 6-22. 

It is worth noting that the number of extra stages required to provide AFC is 
much smaller in a double-conversion receiver than in the stabilized reactance modula
tor, since most of the functions required are already present. Not all receivers require 
AFC, especially not synthesized ones. Those that benefit most from its inclusion are 
undoubtedly nonsynthesized SSB receivers, whose local oscillator stability must be 
excepiionally good to prevent drastic frequency variations in the demodulated signal. 

Metering A built-.in meter with a function switch is very often provided, It is very 
helpful diagnosing any faults that may occur, since it measures voltages at key points 
in the receiver. One of the functions (sometimes the sole function) of this meter is to 
measure the incoming signal strength. It is then called an S meter, and very often reads 
the collector current of an IF amplifier to which AGC is applied, as shown in Figure 
6-23. Since this collector current decreases as the AGC goes up, the meter has its zero 
on the right-hand side. The S meter may sometimes be in an unbalanced bridge and 
hence forward-reading. The calibration of the meter is likely to be quite arbitrary 
because of the great variation of the sensitivity of the receiver through the bands, 
especially if there is a sensitivity control or adjustable delayed AGC. 
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AGCin c. 

S meter. 

FIGURE 6-23 S meter. 

A receiver with an S meter is definitely more versatile than one without. Not 
only can tuning to a wanted signal now be more accurate, but the receiver can also be 
used as a relative signal-strength meter and even as the detector for an RF impedance 
bridge. Moreover, it can also be used for applications such as tuning individually to the 
various sideband frequencies of an FM signal. This can determine the presence of those 
components and dem,onstrate the disappearance of the carrier for certain values of 
modulation index, from which readings deviation and linearity of the FM source may 
be determined (see Section 5-l.3). As will be seen in Section 6-3.3, microprocessor
controlled receivers can have very elaborate metering, with digital display of many 
functions, including the relative signal strength. 

FM and SSB reception Many receivers have provision for the reception of FM, 
either the narrowband FM used by mobile networks or the high-quality broadcast 
transmissions in the 88- to 108-MHz band. To allow FM reproduction, a receiver 
requires broadband IF stages, an FM demodulator and an amplitude limiter. These are 
described later in this chapter. 

Most present-day communications receivers have facilities for single-sideband 
reception. Basically this means that a product detector (see Section 6-5) must be 
·provided, but it is also very helpful if there is an AFC system present, as well as 
variable selectivity (preferably with crystal or mechanical filters), since the bandwidth 
used for SSB is a good deal narrower than for ordinary AM. · 

Diversity reception Diversity reception is not so much an additional circuit in a 
communications receiver as a specialized method of using such receivers. There are 
two forms, space diversity and frequency diversity. 

Although AGC helps greatly to minimize some of the effects of fading, it 
cannot help when the signal fades into the noise level. Diversity-reception systems 
make use of the fact Iha/ although fading may be severe at some instant of time, some 
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frequency, and some point on earth, it is extremely unlikely that signals at different 
points or different frequencies will fade simultaneously. (See also ~ection 8-2.2 for a 
detailed description of fading, its various causes and its effects upon reception.) 

Both_ systems are in constant use, by communications authorities, commercial 
, pgint-to-point links and the military. In space diversity, two or more receiving anten
' nas are employed, separated by about nine or more wavelengths. There are as many 
receivers as antennas, and arrangements are made to ensure that the AGC from the 
receiver with the strongest signal at the moment cuts off the other receivers. Thus only 
the signal from the strongest receiver is passed to the common output stages. 

Frequency diversity works in much the same way, but now the same antenna is 
used for the receivers, which work with simultaneous transmissions. at two or more 
frequencies. Since frequency diversity is more wasteful of the frequency spectrum, it 
is used only where space diversity cannot be employed, such as in restricted spaces 
where receiving antennas could not have been separated sufficiently. Ship-to-shore and 
ship-to-ship communications are the greatest users of frequency diversity at HF. 

Both systems are known as double-diversity systems, in that there are two 
receivers, employed in a diversity pattern. Where conditions are known to be critical, 
as in tropospheric scatter communications, quadruple diversity is used. This is a 
space-diversity system which has receiver arrangements as just described, with two 
transmitters at each end of the link arranged in the same way as the receivers. This 
ensures ihat signals of adequate quality will be received under even the worst possible 
conditions. (See Section 8-2.4, where tropospheric scatter is described fully and the 
use of diversity with it is discussed.) 

There is one snag that applies to diversity systems and limits their use in voice 
communications. Since each signal travels over a slightly different path, the audio 
output will have a phase difference when compared with that of the other receiver(s). 
As a result, diversity reception is used very often for telegraph or data transmission 
(i.e., pulses): however, present diversity systems for voice communications leave 
much to be desired, unless some form of pulse modulation is employed, as described in 
Section 13-2. 

6-3.3 Additional Systems 
The preceding section dealt with additional circuits that may be _included in communi
cations receivers in order to improve their perfonnance. This section will cover addi
tional, large-scale systems similarly included in professional communications receiv
ers. They are frequency synthesis and _microprocessor control, and will now be 
discussed in tum. It should be added that these systems can also be found elsewhere in 
communications equipment, for example in transmitters or signal generators. Their 
description here is mostly for convenience of presentation. 

Frequency synthesizers Synthesis is the ·making up of a whole by, combining the 
elements, and this is just how a frequency synthesizer produces its output frequency. It 
is a piece of equipment capable of generating a very large number. of extremely stable 
frequencies within some design range, while gene.-ally employing only one crystal. 
After the first synthesizers of the early 1940s left the laboratory, their first common 
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application was in military multichannel single-sideband generating equipment. Their 
use then spread to commercial SSB tunable transmitters, and then to high-quality SSB 
receivers and test-bench signal generators. With advances in integrated circuits and 
digital techniques, the use of frequency synthesizers has spread to most applications 
where a range of stable frequencies may .be required, including most HF commercial 
receivers and signal generators. The application of synthesis has outgrown the HF 
range to very much higher frequencies. The frequency range of the synthesizer shown 
in Figure 6-25 extenps to 500 MHz, and still higher frequencies are common. 

Original synthesizers were of the multiple-crystal variety. They had as many 
oscillators as decades, and each oscillator was furnished with IO crystals. The wanted 
frequency was obtained by switching the appropriate crystal into each oscillator, and 
the synthesizer then mixed the outputs to produce the desired output. This :,vas done to 
avoid the bulk of filters and vacuum-tube multipliers, dividers and spectrum genera
tors (see next section). The biggest problem of such a synthesizer was trying to keep all 
the crystals to the accuracy and stability demanded by modern standards. The spare 
parts situation was also a major headache. 

The advent of transistors, integrated circuits, and then miniature filters ensured 
that the multicrystal synthesizer was superseded. Modern types use generally only one 
crystal oscillator (and one crystal) on which all due care may be lavished to ensure the 
required stability. Current synthesizers fall into a number of categories. 

Direct synthesizers A direct synthesizer is a piece of apparatus in which multiples 
and submultiples of a single crystal oscillator frequency are combined by addition 
and/or subtraction to provide a very wide selection of stable output frequencies. The 
great advantage of such a system is that the accuracy and frequency stability of the 
output signal are equal to those of the crystal oscillator. The problems involved in the 
design and maintenance of a single-frequency oscillator of extreme precision and sta
bility are much simpler than those associated with multifrequency oscillators. As crys
tals and techniques improve, the stability of this synthesizer is improved (if desired) 
simply by replacing the master oscillator. This is the reason why many synthesizers 
have master oscillators as separate modules. 

As shown by the block diagram of Figure 6-24 and the illustration of Figure 
6-25, the direct synthesizer lends itself ideally to modular construction, with extra 
self-contained decades added as required. The circuit has also lent itself to the use of 
large-scale integration (LSI). 

A convenient method of explaining the operation and reasons for certain circuit 
arrangements is to show how a typical l'requency is selected. Let this frequency be 
34,970.265 kHz, as shown in Figure 6-24: It will be seen immediately, for instance, 
that the kilohertz hundreds decade is not made to select 900 kHz in this case, but rather 
1800 kHz. In fact, it is seen that all circuits except the first and last are made to select 
f + 9 units, where f units is the frequency one might have expected that decade to 
select. The interpolating oscillator selects f + IO. units. Coupled with the extra nine 
units added by every decade, this means that the signal fed by the megahertz units 
decade to the last mixer is 10 MHz larger than the dial shows. The last decade is made 
to provide 10 MHz less, -and the correct frequency is obtained. 
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FIGURE 6-2S Indirect frequency synthesizer of modular constructio~~ covering the fre
quency range of 10 kHz to 500 MHz, with a resolution down to 0.1 Hz. (Gen,ra/ Radio· 

Company./ 

The interpolating oscillator is a highly stable· RC oscillator whose frequency 
range, 100 to 200 Hz, is determined by two considerations. The operation of the 
decades ahead and the impossibility of covering the range from O to 100 Hz. In this 
instance, it is continuously tunable, with smallest divisions of 0.1 Hz, and is here 
made to provide 165.0 Hz because the frequency required ends in 65 Hz. 

Each of the following decades consists of a divider, a spectrum generator 
whose function it is to provide all the harmonics from the ninth through to the eigh

. teen th of the frequency fed to it, a set of 10 narrowband filters to select any one of these 
harmonics by switching, ,a balanced mixer and a set of 10 bandpass filters, again 
selected by switching. Because the number of hertz hundreds required is 2, the first 
decade provides 11, which is 9 more, as outlined earlier. Together with the extra hertz 
hundred from the interpolating oscillator, this provides 10 extra hundreds, i.e., one 
extra thousand hertz for the next decade, which now has 1.265 kHz fed to its mixer, 
rather than 0.265 kHz. This process continues, with each succeeding decade receiving 
10 more of the previous units than the dial indication shows, until eventually a fre
quency of 14,970.265 kHz is fed to the last mixer. Switching the last decade to 3, that 
is, 30 MHz, really brings only 20 MHz, and the final correct frequency, 
34,970.265 kHz, is obtained: 

The reason for such a complex addition procedure is quite simple. It is a func
tion of the balanced mixers in each decade. Taking the hertz hundreds as an example, 
we find that the bandwidth of the mixer output circuit, any of the 10 bandpass filters, 
must be 100 Hz. This is so because the incoming frequency from the interpolating 
oscillator can be anywhere within the range from I 00 to 200 Hz, depending on the 
frequency required. If the extra nine units were not added, the frequencies going into 
this mixer would be 65 Hz from the interpolating oscillator and 200 Hz from the filter 
above, yielding outputs of 265 and 135 Hz. These are fed to a filter whose bandpass 
stretches from 200 to 300 Hz, so that it might be pardoned for not suppressing 'the 
spurious frequency of 135 Hz. In the system as used the mixer receives 165 and 
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llOO Hz and puts out 1265 and 935.Hz. The filter now passes the 1200- to 1300-Hz 
range and is much better able to suppress the spurious frequency of 935 Hz. 

The direct synthesizer is a good piece of equipment, but it does have some 
drawbacks. The first disadvantage is the possible presence of spurious frequencies 
generated by the many mixers used. Extensive filtering and extremely careful selection 
of operating frequencies are required, and it should be pointed out· that the method 
shown here is but one of many. Spurious frequency problems increase as the output 
frequency range increases and channel spacing is reduced . 

.The second drawback is serious only 
0

in certain applications, such as military 
transceivers, in which an unstable output is better than none. Should the crystal oscilla
tor in a direct synthesizer fail; no output will be available at all. In indireet synthesizers 
an output of reduced stability will be available under these conditions. The direct 
synthesizer may suffer unduly from so-called wideband phase noise, as will be dis
cussed in the next section. 

The result of these drawbacks is that direct synthesizers have just about disap
. peared. The circuitry described above is still in widespread use, but as an integral part 
of an indirect synthesizer rather than an instrument in its own right. 

Indirect synthesizers The required frequency range in most synthesizers nowadays is 
obtained from a variable voltage-controlled oscillator (VCO), whose output is cor
rected by comparison with that of a reference source. This inbuilt sourc~ is virtually a 
direct synthesizer. As shown in Figure 6-26, the phase comparator obiains an output 
from the VyO, compares it with the output of the stable reference source and produces 
a de controlling output voltage whenever the VCO output is incorrect. The de correct
ing vpltage forms the basis of the automatic phase-correction (APC) lc,op, whose 
output is applied to a voltage-variable capacitance, which in tum pulls the VCO into 
line. The APC loop, or phase-lock~d loop can be quite siinilar to an automatic fre
quency correction (AFC) loop, discussed here in Section 5-3.3. The overall arrange
ment is known variously as a stabilized master oscillator (SMO), a phase-lock synthe
sizer or even as a VCO synthesizer with a phase-locked loop. 

There are various possible arrangements for comparing the output of the VCO 
with that of the reference, via one or more phase,locked loops. The.simplest one to 
think about is that in which all the circuits of the reference source (i.e., direct synthe
sizer) are duplicated in the VCO. Whenever a frequency is selected, suitable capaci
tors/inductors are switched in to provide the VCO with an approximately correct fre-

C(,VStal 
Voltage· ,, Phase controlled ~I osC:illator comparator oscillator 

(synthesizer! (VCOJ 

DC 
control 

Phase· voltage 
locked - (APCJ -
loop 

FIGUI\E 6-~6 Basic' block diagram of indirect synthesiz~r. -
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quency, which is finally corrected by the APC loop. Another possibility is to have each 
decade of the direct synthesizer drive its own SMO. Still another is to have a VCO that 
is switched in decade steps only, and whose frequency adjustment is sufficiently 
wideband to allow correction to any frequency within that decade frequency range. 

An indirect synthesizer is a good deal more complex than a direct one. There 
are good reasons why it has outlasted the direct synthesizer, and these reasons will now 
be discussed. 

The first reason has already been mentioned. It deals with the ability of the 
indirect synthesizer to provide an unlocked output, should the crystal oscillator f;ril. In 
some applications, such as commercial transmitters, this facility is a liability. In porta
ble transceivers used by the military, police, and other similar users, this emergency 
facility is most desirable. 

The second advantage of the indirect synthesizer is a major one and relates to 
reduced trouble with spurious frequencies, as compared with the direct synthesizer. As 
discussed in the preceding section, the various frequencies generated in the production 
of the wanted frequency in the direct synthesizer cannot be present in the output here, 
since that portion of the device is now used only for reference. 

Finally, the short-term (milliseconds) stability of a crystal oscillator is not as 
good as that of a free-running oscillator designed with comparable care. The long-term 
stability of the crystal oscillator is better by far. The VCO represents a marriage, in 
which an oscillator that has an excellent short-term stability is controlled by an oscilla
tor whose !orig-term stabiliiy is similarly excellent, and the result is the best of both 
worlds. The direct synthesizer by itself would produce rapid jittering in phase, which is 
interpt'eled as noise. Because the jitter is rapid, the noise can occupy a large bandwidth; 
pence the name wideband phase noise. Using the output of the VCO effectively over
comes the source of this noise, and long-term stability is guaranteed by comparison 
with the output of the crystal-derived frequency via the APC loop. With phase jitter 

. thus minimized, a frequency synthesizer is said to have low residual FM. 
The control functions in a majority of modem synthesizers, be they individual 

instruments or part of receivers or transmitters, are performed digitally. This applies 
especially to the control loop or loops. The receiver shown in Figure 6-18 features a 
very interesting synthesizer with digital control. Together with microprocessor control, 
digital frequency synthesis has the advantages of small bulk, flexibility, programmable 
channel selection, and excellent remote control facilities. 

Microptocessor control Whereas frequency synthesizers are found mostly in com
munications equipment, and thus there was need to explain their operation in the 
precedlng section, microprocessors belong more in the .realm of computers. In addi
tion, they form a large subject of study on their own, and so in this section only their 
applications to receiver control will be discussed. It will be assumed that students 
understand lhe basics of microprocessor operation. 

The application of microprocessor control to receivers ( and also transmitters) 
arose out of the need for remote control, as well as the desire to increase operational 
flexibility and convenience. It was made possible by the advent of large-scale integra
tion, which enabled microprocessors of small size and great power to

1 

be fitted conve
niently into rebeivers, and the availability of frequency synthesizers, which avoided the 
need for manu~ tuning and calibration of receivers. 
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FIGURE 6-27 Functional diagram of communications receiver microprocessor control. 
(Racal Electronics Pty. Ltd.) 

Figure 6-27 shows, in simplified form, the main microprocessor control func
tions built into the communications receiver of Figure 6-18. It is seen that, after receiv
ing its instructions (by remote control or along the data bus from the manual controls), 
the microprocessor initiates an address sequence. The word or words in this sequence 
are decoded and applied to a number of key points in the receiver, which then generate 
the desired actions. One of the addresses is applied to a set of data latches (glorified 
flip-flops). These select the appropriate AGC function, the wanted IF bandpass filter 
from among the six provided, and the appropriate audio function (e.g., USB or LSB). 
The address is also applied to the manual controls, where appropriate voltages select 
the wanted channel, IF gain, form of frequency scannind, and so on. It is also applied 
to the liquid crystal displays, to ensure that the selected quantities are correctly indi
cated for the operator. Similarly, either on·request by the microprocessor or because of 
the manual settings, other data latches operate the synthesizer interface and the BFO 
interface, adjusting their outputs to the desired values. 

Microprocessor control very significantly increases the versatility of a commu
nications receiver. To begin with, full remote control becomes available. This has 
many applications, such as switching between two distant receivers for best output 
under fading conditions, or even complete remote control of a coast radio station from 
a central point. Complex search and channel selection patterns can be stored in the 
microprocessor memory and used as required with very simple initiation procedures. 
Test routines can be stored and simply used as required. 



_, 

158 ELECTRONIC COMMUNICATION SYSTEMS 

Local 
oscillator 

lF 
amplifier 

AGC 

Limiter Discriminator 

~---I De-emphasis 
network 

AF and power 
amplifiers 

FIGURE 6-28 FM receiver block diagram. 

FM RECEIVERS 

The FM receiver is a superheterodyne receiver, and the block diagram of Figure 6-28 
shows just how similar it is to an AM receiver. _The basic differences are as follows: 

1. Generally much higher operating frequencies in FM 
2. Need for limiting and de-emphasis in FM 
3. Totally different methods of demodulation 
4. Different methods of obtaining AGC 

6-4.1 Common Circuits-Comparison with AM Receivers 
A number of sections of the FM receiver correspond exactly to thos_e of other receivers 
already discussed. The same criteria apply in the selection of the intermediate fre
quency, and IF amplifiers are basically similar. A number of concepts have very 
similar meanings so that only the differences and special applications need be pointed 
out. 

RF amplifiers An RF amplifier is always used in an FM receiver. Its main purpose is 
to reduce the noise figure, which could otherwise be a problem because of the large 
bandwidths needed for F.M. It is also required to match the input impedance of the 
receiver to that of the antenna. To meet the second requirement, grounded gate (or 
base) or cascode amplifiers are employed. Both types have the property of low input 
impedance and matching the antenna, while neither requires neutralization. This is 
because the input electrode is grounded on either type of amplifier, effectively isolating 
input from output. A typical FET grounded-gate RF amplifier is shown in Figure 6-29. 
It has all the good points mentioned and the added features of low distortion and simple 
operation. 

Oscillators and mixers The oscillator circuit takes any of the usual forms, with the 
Colpitts and Cjapp predominant, being suited to VHF operation. Tracking is not nor-

' 
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FIGURE 6-29 Grounded-gate FET RF amplifier. 

mally much of a problem in FM broadcast receivers. This is because the tuning fre
quency range is only 1.25: I, much less than in AM broadcasting. 

A very satisfactory arrangement for the front end of an FM receiver consists of 
FETs for the RF amplifier and mixer, and a bipolar transistor oscillator. As implied by 
this statement, separately excited oscillators are normally used, with an arrangement as 
shown in Figure 6-6. 

Intermediate frequency and IF amplifiers Again, the types and operation do not 
differ much from their AM counterparts; It is worth noting, however, that the interme
diate frequency and the bandwidth required Irre far higher than in AM broadcast receiv
ers. Typical figures for receivers operating in the 88- to 108-MHz band are an IF of 
10. 7 MHz and. a bandwidth of 200 kHz. As a consequence of the large bandwidth, 
gain per stage may be low. Two IF amplifier stages are often provided, in which case 
the shrinkage of bandwidth as stages are cascaded must be taken into account. ' 

6-4.2 Amplitude Limiting 

! 

In order to make full use of the advantages offered by FM, a demodulator must be 
preceded by an amplitude limiter, as discussed in Chapter 5, on the grounds that any · 
amplitude changes in the signal fed ·to the FM demodulator are spurious. (This does not 
apply to a receiver with a ratio detector which, as is shown in Section 6-4.4, provides a 
fair amount of limiting.) They must therefore be removed if distortion is to be avoided. 
The point is significant, since most FM demodulators react to amplitude changes as 
well as frequency changes. The limiter is a form of clipping device, a circuit whose 
output tends to remain constant despite changes in the input signal. Most limiters 
behave in this fashion, provided that the input voltag_e remains within a certain range. 
The common type of limiter uses two separate electrical effects to provide a relatively 
constant output. There are leak-type bias and early (collector) saturation. 

- ! 

Operation of the amplitude limiter Figure 6-30 shows a typical PET amplitude 
limiter.'Examination of the de conditions shows that the drain supply voltage has been 
dropped through resistor R0 . Also, the bias on the gate is leak-type bias supplied by the 
parallel R, - C, combination. Finally, the PET is shown neutralized by means of 
capacitor CN, in consideration of the high frequency of operation. 
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,:IJ 

FIGURE 6-30 Amplitude limiter. 

Leak-type bias provides limiting, as shown in Figure 6-31. When input signal 
voltage rises, current flows in the R, - c, bias circuit, and a negative voltage is 
developed across the capacitor. It is seen that the bias on the FET is increased in 
proportion to the size of the input ·Voltage. As a result, the gain of the amplifier is 
lowered, and the output voltage tends to remain constant. 

Although some limiting is achieved by this process, it is insufficient by itself, 
the action just described would occur only with rather large input voltages. To over
come this, early saturation of the output current is used, achieved by means of a low 
drain supply voltage. This is the reason for the drain dropping resistor of Figure 6-30. 
The supply voltage for a limiter is typically one-half of the normal de drain voltage. 
The result of early saturation is to ensure limiting for conveniently low input voltages. 

vco 
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t 

3 

4 

FIGURE 6·31 Amplitude limiter transfer characteristic. 
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FIGURE 6-32 Typical limiter response characteristic. 
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It is possible for the gate-drain section to become forward-biased under saturation 
conditions, causing a short circuit between input and output. To avert this, a resistance 
of a few hundred ohms is placed between the drain and its tank. This is R of Figure 
6-30. 

· Figure 6-32 shows the response characteristic of the amplitude limiter. It indi
cates clearly that limiting takes place only for a certain range of input voltages, outside 
which output varies with input. Referring simultaneously to Figure 6-31, we see that as 
input increases from value I to value 2, output current also rises. Thus no limiting has 
yet taken pla,e. However, comparison of 2 and 3 shows that they both yield the same 
output current and voltage. Thus limiting has now begun. Value 2 is the point at which 
limiting starts and is called the threshold of limiting. As input increases from 3 to 4, 
there is no rise in output; all that happens is that the output current flows for a some
what shorter portion of the input cycle. This, of course, suggests operation like that of 
a class C amplifier. Thus the flywheel effect of the output tank circuit is used here also, 
to ensure that the output voltage is sinusoidal, even though the output current flows in 
pulses. When the input voltage increases sufficiently, as in value 5, the angle of output 
current flow is reduced so much that less power is fed to the output tank. Therefore the 
output voltage is reduced. This happens here for all input voltages greater than 4, and 
this value marks the upper end of the limiting range, as shown in Figure 6-32. 

Performance of the amplitude limiter It has been shown that the range of input 
voltages over which the amplitude limiter .will operate satisfactorily is itself limited. 
The limits are the threshold point at one end and the reduced angle of output current 
flow at the other end. In a typical practical limiter, the input voltage 2 may correspond 
to 0.4 V, and 4 may correspond to 4 V. The output will be about 5 V for both values 
and all voltages in between (note that all these voltages are peak-to-peak values). The 
practical limiter will therefore be fed a voltage which is normally in the middle of this 
range, that is, 2.2 V peak-to-peak or approximately 0.8 V rrns. It will thus have a 
possible range of variation of 1.8 V (peak-to-peak) within which ·limiting will take 
place. This means that any spurious amplitude variations must be quite large compared 
to the signal to escape being limited. 

Further limiting It is quite possible for the amplitude limiter described to be inade
quate to its task, because signal-strength variations may easily take the average signal 
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amplitude outside the limiting range. As a result, further limiting is required in a 
practical FM receiver. 

Double limiter 
A double limiter consists of two amplitude limiters in cascade, an arrangement that 
increases the limiting range very satisfactoriiy. Numerical values given to illustrate 
limiter performance showed an output voltage (all values peak-to-peak, as before) of 
5 V for any input within the 0.4- to 4-V range, above which output gradually de
creases. It is quite possible that an output of 0.6 Vis not reached until the input to the 
first limiter is about 20 V. If the range of the second limiter is 0.6 to 6 V, it follows that 

· all voltages between 0.4 and 20 V fed to the double limiter will be limited. The use of 
the double limiter is seen to have increased the limiting range quite considerably. 

Automatic gain control (AGC) 
A suitable alternative to the second limiter is automatic gain control. This is to ensure 
that the signal fed to the limiter is within its limiting range, regardless of the input 
signal strength, and also to prevent' overloading of the last IF amplifier. If_ the limiter 
used has leak-type bias, then this bias voltage will vary in proportion to the input 
voltage (as shown in Figure 6-3i) and inay therefore be used for AGC. Sometimes a. 
separate AGC detector is used, which takes part of the output of the last IF amplifier 
and rectifies and filters it in the usual manner~ 

6-4.3 Basic FM Demodulators 
The function of a frequency-to-amplitude changer, or FM demodulator, is to change 
the frequency deviation of the incoming carrier into an AF amplitude variation (identi

. cal to the one that originally caused the frequency variation). This conversion should 
be done efficiently and linearly. In addition, the detection circuit should (if at all 
possible) be insensitive to amplitude changes and should not be too critical in its 
adjustment and operation. Generally speaking, this type of circuit converts the fre
quency-modulated IF voltage of constant amplitude into a voltage that is both fre
quency- and amplitude-modulated. This latter voltage is then applied to a detector 
which reacts to the amplitude change but ignores the .frequency variations. It is now 
necessary to devise' a circuit which has an output whose amplitude depends on the 
frequency devi~tion of the· input voltage. 

Slope detection Consider a frequency-modulated signal fed to a !tined circuit whose 
resonant frequency is to one side of the center frequency of the FM signal. The output 
of this tuned circuit will have an amplitude that depends oh the frequency deviation of 
the input signal; that is illustrated in Figure 6-33. As shown, the circuit is detuned by 
an amount of, to bring the carrier center frequency to point A on the selectivity curve 

, (note thar A' would have done just as well). Frequency variation produces an output 
voltage proportional to the frequency deviation of the carrier. 

This outpuL voltage is app\ied to a diode detector with an RC load of suitabl~ 
time constant. The circuit is, i9 fac), identical to that of an AM detector, except that the 
secondary winding of the IF .\rans/armer is off-tuned. (In· a desperate emergency, it is 
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FIGURE 6-33 Slope detector characteristic curve. (K. R. Sturley, Frequency-Modulaled Radio, 

2d ed., George Newnes Ud., London.) 

possible, after a fashion, to receive FM with an AM receiver, with the simple expedi
ent of giving the slug of the coil to which the detector is connected two turns clock
wise. Remember to reverse the procedure after the emergency is over!) 

· The slope detector does not really satisfy any of the conditions laid down in the 
introduction. It is inefficient, and it is linear only along a very limited frequency range. 
It quite obviously reacts to all amplitude changes. Moreover, .it is relatively difficult to 
adjust, since the primary and secondary windings of the trans(Olmlc[JllUStbe tuned to 
slightly differing frequencies. Its only virtue is thatjt ~/mplifies the ex1\/a,,ation of'the 
operation of the balanced slope detector. .i 

Balanced slope detector The balanced slope detector is also know) as the Travis 
detector (after its inventor), the triple-tuned discriminator (for obviou1 reasons), and 
as the amplitude discriminator (erroneously). As shown in Figure 6-34, the circuit uses 
two slope detectors. They are connected back to back, to the opposite ends of a 
center-tapped transformer, and hence fed 180° out ot'phase. The top secondary circuit 

FIGURE 6-34 Balanced slope detector. 
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is tuned above the IF by an amount which, in FM receivers with a deviation of 75 kHz, 
is 100 kHz. The bottom circuit is similarly tuned below the IF by the same amount. 
Each tuned circuit is connected to a diode detector with an RC load. The output is taken 
from across the series combination of the two loads, so that it is the sum of the 
individual outputs. 

Letfc be the IF to which the primary circuit is tuned, and letfc + aJandfc - iif 
be the resonant frequencies of the upper secondary and lower secondary circuits T' and 
T", respectively. When the input frequency is instantaneously equal to fc, the voltage 
across T', that is, the input to diode /) 1, will have a value somewhat less than the 
maximum available, since fc is somewhat below the resonant frequency of T'. A 
similar condition exists across T". In fact, since fc is just as far from fc + iif as it is 
from fc - ii f, the voltages applied to the two diodes will be identical. The de output 
voltages will also be identical, and thus the detector outp_ut will be zero, since the 
output of D, is positive and that of D2 is negative. 

Now consider the instantaneous frequency to be equal to fc + iif. Since T' is 
tuned to this frequency, the output of D 1 will be quite large. On the other hand, the 
output of D2 will be very small, since the frequency fc + iif is quite a long way from 
fc - iif. Similarly, when the input frequency is instantaneously equal to fc - iif, the 
output of D2 will be a large negative voltage, and that of D 1 a small positive voltage. 
Thus in the first case the overall output will be positive and maximum, and in the
second it will be negative and maximum. When the instantaneous frequency is between 
these two extremes, the output will have some intermediate value. It will then be 
positive or negative, depending on which side offc the input frequency happens to.lie. 
Finally, if the· input frequency goes outside the range described, the output will fall 
bec.ause of the behavior of the tuned circuit response. The required S-shaped fre
quency-modulation characteristic (as shown in Figure 6-35). is obtained. 

Although this detector is considerably more efficient than the previous one, it 
is even trickier to align, because there are now thre.e different frequencies to which the 
various tuned circuits of the transformer must be adjusted. Amplitude limiting is still 

FIGURE 6-35 Balan_ced slope detector characteristic. 
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FIGURE 6-36 Phase discriminator. 

not provided, and the linearity, although_better than that of the single slope detector, is 
still not good enough. ,; ---

Phase discriminator This discriminator is also known as the center-tuned discrimi
nator or the Foster-Seeley discriminator, after its inventors. It is possible to obtain the 
sanie S-shaped respons.e curve from a circuit in which the primary and the secondary 
windings are both tuned to the center frequency of the incoming signal. This is desir
able because it greatly simplifies alignment, and also because the process yields far 
better linearity than slope detection. In this new circuit, as shown in Figure 6-36, the 
same diode and load arrangement is used as in the balanced slope detector because such 
an arrangement is eminently satisfactory. The method of ensuring that the voltages fed 
to the diodes vary linearly with the deviation. of the input signal has been changed 
completely. It is true to say that the Foster-Seeley discriminator is derived from the 
Travis detector. 

A limited mathematical analysis will now be given, to show that the voltage 
applied to each diode is the sum of the primary voltage and the corresponding half
secondary voltage. It will also be shown that the primary and secondary voltages are: 

1. Exactly 90° out of phase when the input frequency is Jc 
2. Less than 90° out of phase when /.n is higher than Jc 
3. More than 90° out of phase when fin is below Jc 

Thus, although the individual component voltages will be the same at the diode 
inputs at all frequencies, the vector sums will differ with the phase difference between 
prinia:ry and secondary'·windings. The result will be that the individual output voltages 
will be equal only atfc. At all other frequencies the output of one diode will be greater 
than that of the other. Which diode has the larger output will depend entirely on 
whether .fin is above or below fc· As for the output arrangements, it will be noted that 
they are the same as in the balanced slope detector. Accordingly, the overall output 
will be positive or negative according to the input frequency. As required, the magni
tude of the output will depend on the deviation of the input frequency from Jc. 

The resistances forming the load are made much larger than the capacitive 
reactances. It can be seen that the circuit composed of C, L3 and C4 is effectively 
placed across the primary winding. This is shown in Figure 6-37. The voltage across 
L3 , VL> will then be 
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FIGURE 6-37 Discriminator primary voltage. 

Yi2ZL3 VL = ---=--=--
Zc + Zc, + ZL, 

jwL, = V12---~-~----
jwL3 - j(l/wC + l/wC4) 

(6-9) 

£ 3 is an RF choke and is purposely given a large reactance. Hence its reactance 
will greatly exceed those of C and C4 , especially since the first of these is a coupling 
capacitor and the second is an RF bypass capacitor. Equation (6-9) will reduce to 

(6-10) 

The first part of the analysis has been achieved-proof that the voltage across 
the RF choke. is equal to the applied primary voltage. 

The mutually coupled, double-tuned circuit has high primary and secondary Q 
and a low mutual inductance. When evaluating the primary current, one may, there
fore, neglect the impedance (coupled in from the secondary) and the primary resist
ance. Then IP is given simply by 

V12 
f.=-
p jwL, 

(6-11) 

As we recall from basic transformer circuit theory, a voltage is induced in series 
in the secondary as a result of the current in the primary. This voltage can be expressed 
as follqws: 

V, = ±jwMIP (6-12) 

where the sign depends on the direction of winding. 
It is simpler here to take the connection giving negative mutual inductance. The 

secondary circuit is shown in Figure 6-38a, and we have 

• . V12·· M 
V, = -1wMlp = -1wM-.-- = --Vi2 

1wL1 L, 
(6-13) 

The voltage across the secondary winding, Vab, can now be calculated with the 
aid of Figure 6-38b, which shows the secondary. redrawn for this purpose. Then 
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FIGURE 6-38 Discriminator secondary circuit and voltages. (a) Primary-secondary rela
tions; (b) secondary redrawn. 

Ze, 
Vab = Vs---~--

. Ze, +.zL, + R2 

= 
jM V12Xe, 

L1 Rz.+ jXz 

where 

X2 = XL, - Xe, 

-jXe,(-V,2MIL1) 

R2 + j(XL, - Xe,) 

and may be positive, negative or even zero, depending on the frequency. 

(6-14) 

(6-15) 

The total voltages applied to D 1 and D2, V00 and Vho, respectively, may now be 
calculated. Therefore. 

Yao = Vac + VL = l/2 Vab + V12 

Vbo = Vbc + VL = -Vac + VL = -V2Vab + Vii 
(6-16) 

(6-17) 

As predicted, the voltage applied to each diode is the sum of the primary 
voltage and the corresponding half-secondary voltage. 

The de output voltages cannot be calculated exactly because the diode drop .is 
unknown. However, we know that each will be proportional to the peak value of the 
RF voltage applied to the respective diode: 

Va'b' = Va•~ - Vb'o 

00Vao - Vbo (6-18) 

Consider the situation when the input frequency f;. is instantaneously equal to 
fc- ln Equation (6-15), X2 will be zero (resonance) so that Equation (6-14) becomes 

jM Vi2Xe, Vi2Xe,M /90' 
~b=~---=--~--

L, R2 R2L1 
(6-19) 

From Equation (6-19), it follows that the secondary voltage Vab leads the ap
plied primary voltage by 90°. Thus V2 Vab will lead V12 py 90', and - V2 Vab will lag Vi 2 
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FIGURE 6-39 Phase discriminator phasor diagrams. (a)!,. equal to/,; (b)J,. greater than 
fc; (c) Jin less thanfc• (After Samuel Seely, Radio Electronics, McGraw-Hill, New York.) 

by 90°. It is now possible to add the diode input voltages vectorially, as in Figure 
6-39a. It is seen that since Vao = Vbo, the discriminator output is zero. Thus there is no 
.output from this discriminator when the input frequency is equal to the unmodulated 
carrier frequency, i.e., no output for no modulation. (Actually, this is not a particularly 
surprising result. The clever part is that at any other frequency there is an output.) 

Now consider the case whenf;. is greater thanf,. In Equation (6-15), XL, is now 
greater than Xe, so that X2 is positive. Equation. (6-14) becomes 

Vi2Xc,M/.'!Sl_ = Vi2Xc,M /(90 O)° 
LrlZ2I~ . LrlZ2I 

(6-20) 

From Equation (6-20), it is seen that Vab leads Vi 2 by less than 90° so that 
- \12 v •• must lag Vi2 by more tlpn 90°. It is apparent from the vector diagram of Figure 
6-39 that Va0 is now greater than v.~. Tre d_iscriminator output will be positive whenf;. 
is greater than f,. I,, • 
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Similarly, when the input frequency is smaller thanfc, X2 in Equation (6-15) 
will be negative, and the angle of the impedance Z2 will also be negative. Thus Vah will 
lead Vr2 by more than 90°. This time Vao will be smaller than Vbo, and the output 
voltage Va'h' will be negative. The appropriate vector diagram is shown in Figure 
6-39c. 

If the frequency response is plotted for the phase discriminator, it will follow 
the required S shape, as in Figure 6-40. As the input frequency moves farther and 
farther away from the center.frequency, the disparity between the two diode input 
voltages becomes greater and greater. Tlie output of the"discriminator will increase up 
to the limits of the useful range, as indicated. The limits correspond roughly to the 
half-power points of the discriminator tuned transformer. Beyond these points, the 
diode input voltages are reduced because of the frequency response of the transformer, 
so that the overall output falls. 

The phase discriminator is much easier to align than the balanced slope detec
tor. There are now only tuned circuits, and both are tuned-to the same frequency. 
Linearity is also better, because the circuit relies less on frequency response and more 
on the primary-secondary phase relation, which is quite linear. The only defect of this 
circuit, if it may be called a defect, is that it does not provide any amplitude limiting. 

6-4.4 Radio Detector 
In the Foster-Seeley discriminator, changes in the magnitude of the input signal will 
give rise to amplitude changes in the resulting output voltage. This makes prior limit
ing necessary. It is possible to modify the discriminator circuit to provide limiting, so 
that the amplitude limiter may be dispensed with. A circuit so modified is called a ratio 
detector. 

If Figure 6-39 is reexamined, the sum Vao + Vho remains constant, although the 
difference varies because of changes in input frequency. This_ assumption is not com
pletely true. Deviation ·from this ideal does not result in undue distortion in the ratio 

+t 
Useful 
range 

f 

FIGURE 6-40 Discriminator response. 
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FIGURE 6-41 Basic ratio detector circuit. 

detector, although some distortion is undoubtedly introduced. It follows that any varia
tions in the magnitude of this sum voltage can be -considered spurious here. Their 
suppression will lead to a discriminator which is unaffected by the amplitude of the 
incoming signal. It will therefore not react to noise amplitude or spurious amplitude 
·modulation. 

It now remains to ensure that the sum voltage is kept constant, Unfortunately, 
this cannot be accomplished in the phase discriminator, and the circuit must be modi-. 
fied. This has been done in Figure 6-41, which presents the ratio detector in its basic 
form. This is used to show how the circuit is derived from the discriminator and to 
explain its operation. It is seen that three important changes have been made: one of the 
diodes has been reversed,' a large capacitor (Cs) has been.placed across what used to be 
the output, and the output now is taken from elsewhere. 

Operation With diode D2 reversed, o is now positive with respect to b', so that Va'b' 

is now a sum voltage, rather than the difference it was in the discriminator. It is now 
possible to connect a large capacitor between a' and b' to keep this sum voltage 
constant. Once Cs has been connected, it is obvious that Va'b' is no longer the output 
vo,ltage; thus the output voltage is now taken between o and o'. it is now necessary to 
ground one of these two points, and o happens to be the more convenient, as will be 
seen when dealing with practical ratio detectors. Bearing in mind that in practice 
Rs = R6 , V0 is calculated as follows: 

Va'b' 
Vo = Vb'o' - Vb'o = -

2
- - Vb'o 

Va'o - Vb'o 

2 
(6-21) 

Equation (6-21) shows that the ratio detector output voltage is equal to half the 
diflerence between the output voltages from the individual diodes. Thus (as in the 
phase discriminator) the output voltage is proportional to the difference between the 
individual output voltages. The ratio detector therefore behaves identically to the dis-, 
criminator for input frequency changes. The S curve of Figure 6-40 applies equally .to: 
both circuits. · 

I 
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Amplitude limiting by the ratio detector . It is thus established that the ratio detector 
behaves in the same way as the phase discriminator when input frequency varies (but 
input voltage remains constant). The next step is to explain how the ratio detector 

-reacts to amplitude changes. If the input voltage Vi2 is constant and has been so for 
some time, Cs has been able to charge up to the potential existing between a' and b'. 
Since this is a de voltage if Vi2 is constant, there will be no current either flowing in 
to charge the capacitor or flowing out to discharge it. In other words, the input imped
ance of Cs is infinite. The total load impedance for the two diodes is therefore the sum 
of R3 and R 4 , since these are in practice much smaller than Rs and R6 . 

If V12 tries to increase, Cs will tend to oppose any rise in V
0

• The way in which 
it does this is not, however, m~rely to have a fairly long time constant, although this is 
certainly part of the operation. As soon as the input voltage tries to rise, extra diode 
current flows, but this ~xcess current flows into the capacitor Cs, charging it. The 
voltage Vo'b' remains constant at first because it is no(possible for the voltage across a 
capacitor to change i11stantaneously. The situation now is that the current in the diodes' 
load has risen, but the voltage across the load has not changed. The conclusion is that 
the load impedance has decreased. The secondary of the ratio detector transformer is 
more heavily damped, the Q falls, and so does the gain of the amplifier driving the 
ratio detector. This neatly counteracts the initial rise in. input voltage. 

Should theinput voltage fall, the diode current will fall, but the load voltage 
will not, at first, because of the presence of the capacitor. The effect is that of an 
increased diode load impedance; the diode current has fallen, but the load voltage has 
remained constant. Accordingly, damping is reduced, and the gain of the driving 
amplifier rises, this time counteracting an initial fall in the input voltage. The ratio 
detector provides what is known as diode variable damping. We have here a system of 
varying the gain of an amplifier by changing the damping of its tuned circuit. This 
maintains a constant output voltage despite changes in the amplitude of the input. 

Practical circuits Many practical variations of the ratio detector are in use. Figure 
6-41 is perhaps the best adapted to explain the printiples involved and to show the 
similarity to the phase discriminator. It is by no means the most practical circuit. There 
are two types of ratio detector in use-balanced and unbalanced. The balanced type is 
probably the better and more frequently employed version, and a form of it is shown in 
Figure 6-42. 

The tertiary winding L 3 serves the .same purpose as did the coil L 3 in the basic 
circuit together with the capacitor C. The primary voltage is again connected to the 
center tap of L2 , and there is an impedance across. which it. is developed. This is 
actually an improvement on the original connection, because L3 is also used to match 
the low-impedance secondary to the primary, whose operation is improved if its dy
namic impedance is made high. In other words, L 3 gives a voltage step-down to 
prevent too-great damping of the primary by the ratio detector action. Such an arrange
ment may also be used with the phase discriminator, although the need is not so great 
there. This does mean that it is very easy ·10 change a practical ratio detector circuit into 
a discriminator, and vice versa.- · 

Resistors R5 .and R6 of Figure 6-41 have been dispensed with. They are replaced 
by an arrangement in wh_ich point o of the original circuit is still a single point for RF 
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FIGURE 6-42 Balanced ratio detector. 

(CF is an RF bypass capacitor connecting the C3 - C4 junction to ground for RF), but 
for de it has been split into two points. The output voltage is the same as before, and it 
is calculated in an identical manner, The two voltage dividers are now C3 - C4 and 
R3 - R4 , instead of R3 - R4 and Rs - R6 . Two resistors have been saved. 

The circuit consisting of the two capacitors CF and the resistor RF is a low-pass 
filter designed to remove RF ripple from the audio signal, in just the same way as the 
corresponding filter in the AM detector. Both diodes have been reversed in the drawing 
so that the top of C5 is now negative for de. Automatic gain control may be taken for 
the rest of the receiver from this point. 

Need for further limiting The time constant of the load resistors in parallel with the 
large capacitor is quite long. The circuit will not respond to fast amplitude changes due 
to noise impulses nor to the slower changes in amplitude due to spurious amplitude 
modulation. Typical component values are R, + R4 = 15 kO and.Cs = 8 µ,F, giving a 
time constant of 120 ms. A time constant much slower than this would result in a 
mismatch. 

It is obvious, therefore, that the ratio detector will follow very slow amplitude 
changes of the input signal. The circuit will therefore not limit against changes in 
carrier strength due to signal strength variations caused by fading or changing from one 
station to another. Aircraft-produced interference, at rates of 15 Hz and less, also falls 
into this category. It is essential to realize that AGC is necessary in a receiver which 

' incorporates a ratio detector. In television receivers, this AGC voltage is derived from 
the video detector, which is an AM detector and a more convenient source of AGC. In 
FM receivers AGC is obtainable from the ratio detector itself, since the voltage at the 
top of Cs in Figure 6-42 will vary with changes in signal strength. 

Further limiting is very often also required, particularly in wideband FM broad
cast receivers. This is because the Q of the ratio-detector transformer tuned circuits is 
rather low. The effect is that the variable damping does not make as much difference to 
the gain of the driving amplifier as it would have in a narrowband system. This is 
especially true when '.the input signal increases and damping tries to reduce Q even 
further. A partial solution is to employ leak-type bias for the driving amplifier, in 
addition to a good AGC system. Alternatively, a complete stage of limiting may be 
used prior -to th~ Tatio detector. 
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6-4.5 FM Demodulator Comparison 
The slope detectors-single or balanced-are not used in practice. They were de
scribed so that their disadvantages could be explained, and also as an introduction to 
practical discriminators. The Foster-Seeley discriminator is very widely used in prac
tice, especially in FM radio receivers, wideband or narrowband. It is also used in 
satellite station receivers, especially for the reception of TV carriers (as will be ex
plained in Chapter 15, most satellite transmissions are frequency-modulated). 

The ratio detector is a good FM demodulator, also widely used in practice, 
especially in TV receivers, for the sound section, and sometimes also in narrowband 
FM radio receivers. Its advantage over the discriminator is that it provides both limit
ing and a voltage suitable for AGC, while the main advantage of the discriminator is 
that it is very linear. Thus, the discriminator is preferred in situations in which linearity 
is an important characteristic (e.g., high-quality FM receivers), whereas th'.e ratio de
tector is preferred in applications in which linearity is not critical, but component and 
price savings are (e.g., in TV receivers). 

It may be shown that, und!'r critical noise conditions, even the discriminator is 
not the best FM demodulator. Such conditions are encountered in satellite station 
receivers, where noise reduction may be achieved by increasing signal strength, re
ceiver sensitivity, _or receiver antenna size. Since each of these can be an expensive 
solution, demodulator noise performance does become very significant. In these cir
cumstances, so-called threshold extension demodulators are preferred, such as the FM 
feedback demodulator or the phase-locked loop demodulator. 

6-4.6 Stereo FM Multiplex Reception 
Assuming there have been no losses or distortion in transmission, the demodulator 
output in a stereo FM multiplex receiver, tuned to a stereo transmission, will be exactly 
as shown in Figure 5-10. Increasing in frequency, the signal components will therefore 
be sum channel (L + R), 19-kHz subcarrier, the lower and upper sidebands of the 
difference channel (L·- R), and finally the optional SCA (subsidiary communication 
authorization-telemetry, facsimile, etc.) signal, frequency-modulating a 67-kHz 
subcarrier. Figure 6-43 shows how these signals are separated and reproduced. 

As shown in this block ·diagram, the process of extracting the wanted inforrna
tim; is quite straightforward. A low-pass filter removes all frequencies in excess of 
15 kHz and has the sum signal (L + R) at its output. In a monaural receiver, this would 
be the only output processed further, througli'a de-emphasis network to audio amplifi
cation. The center row of Figure 6-43 shows a bandpass filter selecting the sidebands 
which correspond to the difference signals (L - R) and also rejecting the (optional) 
SCA frequencies above 59 .5 kHz. The sidebands are fed to a product detector or to a 
balanced modulator (see Section 6-5 for a discussion of their operation), which also 
receives the output of the frequency doubler. The doubler converts the transmitted 
19-kHz subcarrier, which was selected with a narrowband filter, to the wanted 38-kHz 
carrier signal, which is then amplified. It will be recalled that the subcarrier had been 
transmitted at a much reduced amplitude. The two inputs to the SSB demodulator 
result in this circuit's producing the wanted difference signal (L - R) when fed to the 
matrix along with (L + R), produces the left channel from an adder and the right 
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FIGURE 6-43 Stereo FM multiplex demodulation with optional SCA output. 

channel from a subtractor. After de-emphasis, these are ready for further audio amplifi
cation. Finally the SCA signal is selected, demodulated, also de-emphasized, and 
produced as a separate audio output. 

SINGLE- AND INDEPENDENT-SIDEBAND RECEIVERS 

Single- ai\d independent-sideband receivers are normally u~ed for professional or com
mercial communications. There are of course also a lot of amateur SSB receivers, but 
this section will concentrate on the professional applications. Such receivers are almost 
invariably required 10 detect signals in difficult conditions and crowded frequency 
bands/Consequently, they are always,multiple-conversion receivers, of a pattern simi
lar to! or developed from, the block shown in Figure 6-17. The special requirements of 
SSB and ISB receivers are: 

1. High reliability (and simple maintenance), since such receivers may be operated 
continuously · 

2. Excellent suppression of adjacent signals / 
3. Ability to demodulate SSB 
4. Good blocking performance 
S. . High signal-to-noise ratio 
6. Ability to separate the independent channels (in the case of !SB receivers) 

The specialized aspects <if SSB and ISB receivers will now be investigated .. 
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6-5.1 Demodulation of SSB 
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Demodulation of SSE must obviously be different from ordinary AM detection. The 
basic SSE demodulation device is the product detector, which is rather similar to an 
ordinary mixer. The balanced modulator is almost always used in transceivers, in 
which it is important to utilize as many circuits as possible for dual purposes. It is also 
possible to demodulate SSE with the complete phase-shift network The complete 
third-method system can similarly be used for demodulation. 

Product demodulator Tbe product demodulator (or detector), as shown in Figure 
6-44, is virtually a mixer with audio output. It is popular for SSE, but is equally 
capable of demodulating all other forms of AM. In the circuit shown, the input SSE 
signal is fed to the base via a fixed-frequency IF transformer, and the signal from a 
crystal oscillator is applied to the unbypassed emitter. The frequency of this oscillator 
is either equal to the nominal carrier frequency or derived from the pilot frequency, as 
applicable. 

If this is a fairly standard double-conversion receiver, like the one shown in 
Figure 6-47, the IF fed to the product detector will be 455 kHz. If the USE is being 
received, the signal will cover the frequency band from 455.3 to 458.0 kHz for BE (in 
R3E 455 kHz would also be present at this point). This signal is mixed with the output 
of the crystal oscillator, at 455 kHz. Several frequencies will result in the output, 
including the difference frequencies (as covered in Section 4-2.1). These range from 
300 to 3000 Hz and are the wanted audio frequencies. All other signals present at this 
point will be blocked by the low-pass filter consisting of capacitors CF and resistor RF 
in Figure 6-44. The circuit has recovered the wanted intelligence from the input signal 
and is therefore a suitable SSE demodulator. 

If the lower .sideband is being received, the missing carrier frequency is at 
458 kHz, and the sideband stretches from 457. 7 to 455 kHz. A new crystal must be 
switc;_hed in for the oscillator, but apart from that, the operation is identical. 
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FIGURE 6-45 Balanced modulator used for demodulation of SSB. 

Detection with the diode balanced modulat.or In a portable SSB transmitter
receiver, it is naturally desirable to employ as small a number of circuits as possible to 
save weight and power consumption. If a particular circuit is capable of performing 
either function, it is always so used, with the aid of appropriate switching when chang
ing from transmission to reception. Since the diode balanced modulator can demodu
late SSB, it is used for that purpose in transceivers, in preference to the product 
demodulator. A circuit of the balanced modulator is shown in Figure 6-45; it is identi
cal to the one in Figure 4-3a, but the emphasis here is on demodulation. 

As in carrier suppression, the output of the local crystal oscillator, having the 
same frequency as in the product detector (200 or 203 kHz, depending on the sideband 
being demodulated), is fed to the terminals 1-1'. Where the carrier-suppressed signal 
was taken from the modulator at terminals 3-3', the SSB signal is now fed in. The 
balanced modulator now operates as a nonlinear resistance and, as in the product 
detector, sum and difference frequencies appear at the primary winding of the AF 
transformer. This transformer will not pass radio frequencies and therefore acts as a 
low-pass filter, delivering only the audio frequencies to the terminals 2-2', which have 
now become the output terminals of the demodulator. It is seen that this circuit recov
ers the information from the SSB signal, as required, and works very similarly to the 
product demodulator. 

6-5.2 Receiver Types 
We shall describe a pilot-carrier receiver .and a suppressed-carrier receiver; the sup
pressed carrier receiver incorporates a frequency synthesizer for extra stability and also 
is used to show how ISB may be demodulated. . · 

Pilot-carrier receiver As\shown in. Figure 6-46, in block form, a pilot-carrier re
ceiver is a fairly straightforward communications receiver with trimmings. It uses 
double conversion, and AFC based on the pilot carrier. AFC is needed to ensure good 
frequency stability, which mu~t be at least I part of 107 (long-term) for long-distance 
telephone and telegraph communications. Note also the use of one local crystal oscilla
tor, with multiplication by. 9, rather than two separate oscillators; this also improves 
stability. 



RF HF ,s 

"nplifier mi••r 
41030MHz 4to30MH:i: 

HF 
VFO 

6to32MMz 

HFJF 
amplilief 
2MHz 

LF 
fflixer 

2 ""' 
1.8MHz 

AFC line 

RADIO.Rll;CEIVERS 177 

Sideband LF IF Product 
tilter amplifier detector 

200 to 203 kHz 200 to 203 kHz 200 to 203 kHz 

200kHz 

Carrier 

DC 
Clllltrol 

:~;i:: I---;----~ 
Sqllf!~h r--- circuit 

200 kHz 

Multiplier 
x9 

Variable 
reaetaM:e 

AGC 
detector 

' l 
' --·--- To RF Ind IF 

AGC line 1mpUl1m 
~-~ 

200kHz 

•200kHz 

Phase Buffer 
LF cryml 

comparator 200kHz 
01eiU1tor 
200 kHz 

FIGURE 6-46 Block diagram of pilot-carrier single-sideband receiver. 

The output of the second mixer contains two components-the wanted 
sideband and the weak carrier. They are separated by filters, the sideband going to the 
product detector, and the carriet to AGC and AFC circuits via an extremely nar
rowband filter and amplifier. Toe·output of the carrier amplifier is fed, together with 
the buffered output of the crystal ·oscillator, to a phase comparator. This is almost 
identical to the phase discriminator and works.in a similar fashion. The output depends 
on the phase difference between the two applied signals, which is zero or a positive or 
negative de voltage, just as in the discriminator. The phase c)ifference between the two 
inputs to the phase-sensitive circuit can be zero only if the frequency difference is zero. 
Excellent frequency stability is obtainable .. The output of the phase comparator actu
ates a varactor diode connected across the tank circuit of the VFO and pulls it into 
frequency as required. 

Because a pilot carrier is transmitted, automatic gain control is not much of a 
· probletn, although that part of the circuit may look complicated. The output of the 
carrier filter and amplifier is a carrier whose amplitude varies with the strength of the 
input signal, so that it may be used for AGC after rectification. Automatic g'lin control 
is also applied to the squelch circuit, as e,xplained in Section 6-3.2 It should also be 
mentioned that receivers of this type often have AGC with two different time con
stants. This is helpful in telegraphy reception, and in coping to a certain extent with 
signal-strength variations caused by fading. 

Suppressed-carrier receiver A typical block diagram is shown in Figure 6-47. This 
is actually a much simplified ·version of the receiver of Figure 6-18, which is capable of 
recdving all forms of AM but has here been shown in the !SB mode. The receiver has 
a num~r of very interesting f~atures, of which the first is the fixed-frequency RF 
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FIGURE 6-47 ISB receiver with frequency synthesizer. (This is a simplified b/Qck diagram of 

the RA 1792 receiver in the ISB mode, adapted by pennission of Racal Electronics Pty. Ltd.) 

amplifier. This may be wideband, covering the entire 100-kHZ to 30-MHz receiving 
range; or, optionally, a set of filters may be used, each covering a portion of this range. 
The second very interesting feature is the very high first intermediate frequency, 
40.455 MHz. Such high frequencies have been made possible by the advent of VHF 
crystal bandpass filters. They are increasingly used by SSE receivers, for a number of 
reasons. One, clearly, is to provide image freq11ency rejections much higher than 
previously available. Another reason is to facilitate receiver tuning. In the RA 1792, 
which is typical of high-quality professional receivers, a variety of tuning methods are 
available, such as push-button selection, or even automatic selection of a series of 
wanted preset channels stored in the microprocessor memory. However, an important 
method is the orthodox continuous tuning method, ·which utilizes a tuning knob. Since 
receivers of this type are capable of remote tuning, the knob actually adjusts the 
voltage applied to a varactor diode across the VFO in an indirect frequency synthe
sizer. There is a limit to the tuning range. If the first IF is high, the resulting range 
(70.455 MHz+ 40.555 MHz= 1.74: I) can be covered in a single sweep, with a 
much lower first IF it cannot be tuned so easily. 

It will .be seen that this is, nonetheless, a double-conversion superheterodyne 
receiver, up to ·the low-frequency IF. stages. After this the main differences are due to 
the presence of the two independent ~idebands, which are separated at this point with 
mechanical filters. If just a single upper and a single lo.wer sideband are transmitted, 
the USE filter will have a bandpass of 455.25 to 458 kHz, and the LSE filter 452 to 
454. 75 kHz. Since the carrier is not transmitted, it is necessary to obtain AGC by 
rectifying part of the combined audio signal. From this a de voltage proportional to the 
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average audio level is obtained. This requires an AGC circuit time constant of suffi
cient length to ensure that AGC is not proportional to the instantaneous audio voltage. 
Because of the presence of the frequency ·synthesizer, the frequency stability of such a 
receiver can be very high. For example, one of the frequency standard options of the 
RA 1792 will give a long-term frequency stability of 3 parts in 109 per day. 

MULTIPLE~CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

1. Indicate which of the following sta\ements 
about the advantages of the phase discrimi
nator over the slope detector is false: 
a. Much easier alignment 
b. Better linearity 
c. Greater limiting 
d. Fewer tuned circuits 

2. Show which of the following statements 
about the amplitude limiter is untrue: 
a. The circuit is always biased in class C, 

by virtue of the leak-type bias. 
b. When the input increases past the thresh

old of limiting, the gain decreases io 
keep the output constant. 

c. The output must be tuned. 
d, Leak-type bias must be used. 

3. In a radio receiver with simple AGC 
a. an increase in signal strength produces . 

more AGC 
b. the audio stage gain is normally .con

trolled by the AGC 
c. the faster the AGC time constant, the. 

more accurate the output 
d. the highest AGC voltage is produced 

between stations 
4. In a broadcast Superheterodyne receiver, the 

a. local oscillaior operates below the signal 
frequency 

b. mixer input must be tuned to the signal 
frequency 

.c. local oscillator .frequency is normally 
double the IF. 

d. RF amplifier normally works at 455 kHz 
above the carrier frequency 

5 .. .To prevent overloading of the last IF a:mpli
fiel' in a receiver, one should use 
a. squelch · 
b. variable sensitivity 
c. variable selectivity 
d. double conversion 

6. A superheterodyne receiver with an IF of 
450 kHz is tuned Jo a signal at 1200 kHz. 
The image frequency is 

. a. 750 kHz 
b. 900 kHz 
c·. 1650 kHz 
d. 2100 kHz 

. 7. In a ratio detector 
a. the linearity is wor~e than in a phase dis-

criminator -
b. stabilization agairisi sigJ/.'al strength vari

ations is provided 
c. the output is twice that obtainable from a 

similar phase disc~nator . 
· d·. the circuit is the same as in a discrirnina

. tor; except ihat the diodes are· reversed 
8. The typical squelch ·circuit cuts off 

a. an. audio amplifier when the carrier is 
· absent · 

b. RF interference when the signal is weak 

-- '\,_ 
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c. an IF amplifier when the AGC is maxi
mum 

d. an IF amplifier when the AGC is mini
mum 

9. Indicate the false statement in connection 
with communications receivers. 
a. The noise limiter cuts off the receiver's 

output during a noise pulse. 
b. A product demodulator could be used for 

the reception of Morse code. 
c. Double conversion is · used to improve 

image rejection. 
d. Variable sensitivity is used to eliminate 

selective fading. 
-10. The controlled · oscillator. synthesizer is 

sometimes preferred over the direct one 
because 
a •. jt is a simpler piece of equipment 
b. its frequency stability is better 
c. it does not require crystal oscillators 
d. it is relatively free of spurious frequen

cies 
11. The frequency generated by. each decade in 

a direct frequency synthesizer is much 
higher than the frequency shown; this is 
done to 
a. reduce the spurious frequency problem 
b. increase the frequency stability of the 

synthesizer 
c. reduce the number of decades 

. d. r~duce the number of crystals required 
12. Indicate which of the following circuits 

could not demodulate SSB: 

13. 

a. Balanced modulator 
b. Product detector 
c. BFO 
d. Phase discriminator 
If an FET is used as the first AF amplifier 
in a transistor receiver, ,this .~ill have the 
effect of " 
a. improving the effectiveness of the AGC 
b. reducing the effect of negative-peak 

clipping · 
c. reducing the effect of noise at low tnod

ulation depths 
d. improving the selectivity of the receiver 

. . 

14. Indicate the false statement. The superhet
erodyne receiver replaced the TRF receiver 
because the latter suffered from 
a. gain variation over the frequency cover

age range 
b. insufficient gain and sensitivity 
c. inadequate selectivity at high frequen

cies 
d. instability 

15. The image frequency of a superheterodyne 
receiver 
a. is created within the receiver itself 
b. is due to insufficient adjacent channel 

rejection 
c. is not rejected by the IF tuned circuits 
d. is independent of the frequency to which 

the receiver is tuned 
16. One of the main functions of the RF ampli

fier in a superheterodyne receiver is to 
a. provide improved tracking 
b. permit better adjacent-channel rejection 
c. increase the tuning range of the receiver 
d. improve the rejection of the image fre

quency 
17. A receiver has poor IF selectivity. It will 

therefore also have poor 
· a; blocking 

b. double-spotting 
c. diversity reception 
d. sensitivity 

18. Thl-ee-point. tracking is achieved with 
a. variable selectivity 
b. the padder capacitor 
c. double spotting 
d. double conversion 

19. The local oscillator of a broadcast receiver 
is tuned to a frequency higher than the in- .. ___ .,_..... 
coming frequency . 
a. to help the image frequency rejection 
b. to permit easier tracking 
c. because otherwise an intermediate fre

quency could not be produced 
d. to allow adequate frequency coverage. 
· without switching 

20. If the intermediate frequency is very high 
(indicate false statement) 

.:;.....~ 



a. image frequency rejection is very good 
b. the local oscillator need not be extremely 

stable 
c. the selectivity will be poor 
d. tracking will be improved 

21. A low ratio of the ac to the de load imped
ance of a diode detector results in 
a. diagonal clipping 
b. poor AGC operation 
c. negative-peak clipping 
d. poor AF response 

22. One of the following cannot be used to 
demodulate SSB: 
a. Product detector 
b. Diode balanced modulator 
c. Bipolar transistor balanced modulator 
d. Complete phase-shift generator 

23. Indicate the false statement. Noting that no 
carrier is transmitted with J3E, we see that 
a. the receiver cannot use a phase compara

tor for AFC 
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b. adjacent-channel rejection is more diffi
cult 

c. production of AGC is a rather compli
cated process 

d. the transmission is not compatible tith 
A3E 

24. When a receiver has a good blocking per
formance, this means that 
a. it does not suffer from double-spotting 
b. its image frequency rejection is poor 
c. it is unaffected by AGC · derived from 

nearby transmissions 
d. its detect.or suffers from burnout 

25, An AM receiver uses a diode detector for 
demodulation. This enables it satisfactorily 
to receive 
a. single-sideband, suppressed-carrier 
b. single-sideband, reduced-carrier 
c. !SB 
d. single-sideband, full-carrier 

REVIEW PROBLEMS 

1. When a superheterodyne receiver is tuned to 555 kHz, its local oscillator provides the 
mixer with an input at 1010 kHz. What is the image frequency? The antenna of this 
receiver is connected to the mixer via a tuned circuit whose loaded Q is 40. What will be 
the rejection ratio for the calculated image frequency? 

2. Calculate the image rejection of a receiver having an RF amplifier and an IF of 
450 kHz, if the Qs of the relevant coils are 65, at an incoming frequency of (a) 1200 kHz; 
(b) 20 MHz. 

3; A superheterodyne receiver having an RF amplifier and an IF of 450 kHz is tuned to 
15 MHz. Calculate the Qs of the RF and mixer input tuned circuits, both being the same, 
if the receiver's image rejection is to be 120. · 

4. Calculate the image-frequency rejection of a double-conversion receiver which has a 
first IF of 2 MHz and a second IF of 200 kHz, an RF amplifier whose tuned circuit has a 
Q of 75 (the same as that of the mixer) and which is tuned to a 30-MHz signal. The answer 
is to be given in decibels. 

REVIEW QUESTIONS 
1. With the aid of the block diagram of a simple receiver, explain the basic superhetero
dyne principle. 

2. Briefly explain the fµnction of each of the blocks in the superheterodyne receiver. 
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3. What are the advantages that the superheterodyne receiver has over the TRF receiver? 
Are there any disadvantages? 

4. Explain how the constant intermediate frequency is achieved in the superheterodyne 
receiver. 
5. Explain how the use of an RF amplifier improves the signal-to-noiseTatio of a super
heterodyne receiver. 

6. Define the terms sensitivity, selectivity and image frequency. 

7. Of all the frequencies that must be rejected by a superheterodyne receiver, why is the 
image frequency so important? What is the image frequency, and.how does it arise? If the 
image-frequency rejection of a receiver is insufficient, what steps could be taken to im
prove it? 

8. Explain what double spotting is and how it arises. What is its nuisance value? 

9. Describe the general process of frequency changing in a superheterodyne receiver. 
What are some of the devices that can be used as frequency changes? Why must some of 
them be separately. excited? 

10. Using circuit diagrams, explain the operation of the self-excited transistor mixer by 
the three-frequency approach. 

11. What is three-point tracking?\ How do tracking errors arise in the first place? What is 
the name given to the element that helps to achieve three-point tracking? Where is it 

· placed? 

12. What are the functions fulfilled by the intermediate-frequency amplifier in a radio 
receiver? · 

13. List and discuss the factors influencing the choice of the intermediate frequency for a 
radio receiver. 
14. With the aid of a circuit diagram, explain the operation of a practical diode detector 
circuit, indicating what changes have been made from the basic circuit. How is AGC 

· obtained from this detector? 

15. What is simple automatic gain control? What are its functions? 

16 .. Sketch a practical diode detector with typical component values and calculate the 
maximum modulation index it will tolerate without causing negative peak clipping. 

17. Write a survey of the desirable features of communications receivers, briefly explain
ing the operation of each where necessary, and showing some of the more interesting 
circuit or block diagrams. 

18. Explain in detail, with numerical examples if necessary, why the high intermediate 
frequency must come J'"rrst in a double,conversion system. 

19. Discuss the merits of delayed AGC as compared with simple AGC. Show AGC 
curves to illustrate the comparison and explain how delayed AGC may be obtained and 
applied. What does the "delayed AGC control" adjust? 

20. What are the functions of variable selectivity and sensitivity? How is each achieved in 
practice? 

~ ' . 
21. What is blocking in. a receiver? How is good blocking achieved? What will be the 
effect on a. communications receiver if its 'blocking performance is poor? , 

22. Explain ,how tuni~g calibration may be provided fa a communications' r~ceiver and 
a1so explain the functions and circuit arrangement of the beat-frequency oscillator. 

I 



RADIO RECEIVERS 183 

23. What, exactly, does a noise limiter do in an AM receiver? How does it dl, this? 
24. Discuss automatic frec;uency control and metering in communications receivers. 

25. In addition to the usual superheterodyne circuits, a high-grade communications re
ceiv~r has some further refinements and other features. Discuss the more important of 
these, illustrating your answer with circuit or block diagrams, as necessary .. 

26. What is frequency synthesis? What are the situations in which it is advantageous to 
use a frequ_ency synthesizer?What advantages does it have over the alternatives? 

27, Draw the block diagram of a direct frequency synthesizer covering the same fre
quency range as the one in Figure 6-23, but having one decade less. What will now be the 
frequency coverage of the interpolating oscillator? 

28. Explain how the indirect synthesizer is related to the direct synthesizer~ What are the 
disadvantages of the latter which have resulted in its virtual replacement by indirect 
synthesizers in current equipment? 

29. Discuss the functions and advantages of 111icroprocessor control for communications 
receivers. With the aid of a block diagram, indicate what aspects of the receiver could 
profitably be controlled by a microprocessor. ' 

30. Describe the differences between FM and AM receivers, bearing in mind the different 
frequency ranges and bandwidths over which they operate. 

31. Draw the circuit of an FET amplitude limiter, and with the aid of the transfer charac
teristic explain the operation of this circuit. 

32. What can be done to improve the overall limiiing performance of an FM receiver? 
Explain, describing the need for, and operation of, the double limiter and also AGC in 
addition to a limiter. 

33. Explain the operation of the balanced slope detector, using a circuit diagram and a 
response characteristic. Discuss, in particular, the method of combining the outputs of the 
individual diodes. In what ways is this circuit an improvement on the slope detector, and, 
in tum, what are its disadvantages? 

34. Prove that the phase discriminator is an FM demodulator. 

35. With circuits, explain how, and for what reason, the ratio detector is derived from the 
phase discriminator, listing the properties and advantages of each circuit. 

36. Explain how the ratio detector demodulates an FM signal, proving that the output 
voltage. is proportional to the difference between the individual input voltages to the 
diodes. 

37, Draw the practical circuit of a balanced ratio detector, and show how it is derived 
from the basic ci~uit. Explain the improvement effected by each of the changes. • 

38. Using circuit diagrams, show how the Foster-Seeley discriminator is derived from the 
balanced slope detector, and how, in tum, the ratio detector is derived from the discrimi
nator. In each step stress the common characteristics, and show what it is that makes each 
circuit different from the previous one. 

39, Compare and contrast the performance and applications of the various types of fre
quency demodulators. 

40. Draw the block diagram of that portion of a stereo FM multiplex receiver which lies 
between the main FM demodulator and the audio amplifiers. Explain the operation of the 
system, showing how each signal is extracted and treated. 
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41; List the various methods and circuits that can be used to demodulate BE transmis
sions. Can demodulation also be performed with an AM receiver that has a BFO? If so, 
how? 

42. Use a circuit diagram to help in an explanation of how_ a balanced modulator is able to 
': , demodulate SSB signals. 

43. Explain. the operation .of an R3E receiver with the aid of a suitable block diagram. 
Stress, in particular, the various uses to which the weak transmitted carrier is put. 

44. Compare the method of <>btaining AGC in a pilot-carrier receiver with that employed 
in a BE receiver. · 

45. Redraw the block diagram of Figure 6-46, if this receiver is now required for USB 
BE reception, 

' I 



Transmission Lines 
In many communications systems, it is often 
necessary to interconnect points that are 
some distance apart from each other. The 
connection between a transmitter and its an
tenna is a typical example of this. If the fre
quency is high enough, such a distance may 
well become an appreciable fraction of the 
wavelength being propagated. It then be
comes necessary to consider the properties of 
the interconnecting wires, since these no 
longer behave as short circuits. It will become 
evident that the size, separation and general 
layout of the system of wires becomes signifi
cant under these conditions. 

We will analyze wire systems which 
have properties that can affect signal charac
teristics. The discussion will begin with fun
damentals and go on to study such properties 
as the characteristic impedance of transmis
sion lines. The Smith chart and its applica
tions will be studied next and examples given 
of the many problems that can be solved with 
its aid. Finally, the chapter looks at the vari
ous transmission-line components in com
mon use, notably stubs, directional couplers 
and balance-to-unbalance transformers 
(baluns). 

OBJECTIVES 
Upon completing the ·material _in Chapter 7, the student will be able W: 
Understand the theory of transmission lines in general. 

Calculate_ the characteristic impedance of a transmission line. 

Define the tenns standing waves, standing-wave ratio (SWR), and normalization of 
impedance. ' 

Determine the requirerr{ents for impedance matching. \ 

Analyze the properties of impedance matching stubs. 

Become familiar with the Smith chart and its use. 

BASIC PRINCIPL:ES 

Transmission lines (in the context of this book) are considered to be impedance-match
ing circuits designed to deliver power (RF) from the transmitter to the antenna, and 
maximum signal from the antenna to the receiver. From such a broad definition, any 

185 
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Outer 
casing 

Outer 
conductor Dielectric 

Inner conductor 

(<il Coaxial (unbalanced) line 

FIGURE 7-1 Transmission lines. 

----- - .Condoct°''x 

-- --~ i 
Outer casing 

(bl Parallel-wire (balanced) line 

system of wires can be considered as forming one or more transmission lines. If the 
properties of these lines musi be taken into· account, the lines might as well be arranged 
in some simple, constant pattern. This will make the properties much easier to calcu
late, and it will also make them constant for any type of transmission line. All practical 
transmission lines are arranged in some unifomi pattern. This simplifies calculations, 
reduces costs and-increases convenience. 

7-1.1 Fundamentals of Transmission Lines 
There are two types of commonly used transmission lines. The parallel-wire (balanced) 
line is shown in Figure 1-lb, and the coaxial (unbalanced) line in Figure 7-la. 

The parallel-wire line is employed where balanced properties are requ_ired: for 
instance, in connecting afolded0dipole antenna to a TV receiver or a rhombic antenna 
to an HF transmitter. The coaxial line is used when unbalanced properties are needed, 
as in the interconnection of a broadcast transmitter to its grounded antenna. It is also 
employed at UHF and microwave frequencies, to avoid the risk of radiation from the 
transmission line itself. 

Any system of conductors is likely to radiate RF energy if the conductor separa
·tion approaches a half-wavelength at the operating frequency. This is far more likely to 
occur in a parallel-_wire line than in a coaxial line, whose outer conductor surrounds the 
inner one 1!!1-d is invariably grounded. Parallel-wire lines are never used for micro
waves, w1iereas coaxial lines may be employed for frequencies up to at least 18 GHz. It 
will be ·seen in Chapter 10 that waveguides also have frequency limitations. From the 
general point of view the limit is on the lowest usable frequency; below about I GHz, 
waveguide cross-sectional dimensions become inconveniently large. Between I and 18 
GHz, either waveguides or coaxial lines are used, depending on the requirements and 
application, whereas waveguides are not normally used below 1 GHz, and coaxial lines 
are not normally used above 18 GHz. 

Description · Within each broad grouping or type of transmission line there is an 
astonishing variety of different kinds, dictated· by various applications. A browse 
through a manufacturer's catalog will graphically illustrate this point. It invariably 
shows, as does Table 7-1 for a number of lines, the different forms of lines and 
connectors, together with their characteristics, ratings and applications; Lines may be 
rigid or flexible, air-spaced or filled with different dielectrics, with smooth or corru
gated conductors as the circumstances warrant. Different diameters and properties are 
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TABLE 7~1 Selected Transmission Liiies (Coaxial Unless Otherwise Stated) 
JAN OUTSIDE ATIENUATION AVERAGE POWER ' TYPE, DIAMETER, z,,, DIELECTRIC VELOCITY PER METER, dB RATING, kW 

NO. ., mm ohms MATERIAL FACTOR @ 100 MHz @ 1 GHz @ 100 MHz @l GHz NOTES 
RG-58C/U 5.0 53.5 PE" 0.66 0.18 0.72 0.18 0.05 Small flexible 
RG-213/U 10.3 52.0 PE" 0.66 0.08 0.28 0.68 0.19 Medium flexible 

(previoUsly RG-8/U) 
RG-218/U 22.1 52.0 PE" 0.66 0.03 0.14 2.0 0.50 . Large l.;A b, HPc 

(previously RG-17A/U) 
RG-IIA/U 10.5 75.0 PE" 0.66 0.08 0.28 0.68 0.19 Medium flexible, 

video 
RG-85A/U 39.8 75.0 PE" 0.66 0.03 0.14 2.0 0.50 Large LAI>, HPC, 

annored 
RG-55B/U 8.4 53.5 PE" 0.66 0.15 0.56 0.18 0.05 Small, microwave . (previously RG-58/U) . 
RG-2llA/U 18.5 50.0 PTFE' 0.70 0.10 

. 

0.39 22.0 5.5 - High temperature, 
semiflexible 

(%in) 22,2 50.0 PTFEd pins 0.81 0.01 0.04 4.8 1.6 R;g;d) Essentially ,;, 
dielectric, 

(3Yl! in). 79.4 50.0 P'TFEd pins 0.81 0.003 0.01 52 17 Rigid with PTFEd 
separating pins 

(6Ydn) 155.6 75.0 PTFEJ pins 0.81 0.001 O.OIW 150 46' Rigid al regular intervals 
(SLA.12-50J) 12.7 50.0 PTFEJ spiral 0.81 0.03 0.09 24 7 Air dielectric, 

flexible 
RG-57A/V 15.9 95.0 PE" 0.66 Twin conductor, 

flexible 
300.0 Foam PE" 0.82 0.04' -' Twin lead, flexible 

" Polyethy!ene. · 
blow attenuation. 

. 

cHigh power.. 
4 Polytetrafluoroethylene (Teflon). 
~At 900 MHz. 
I Approximately. 
tMaximum frequency is 150 MHz. 

also available. Flexible lines may be more convenient than rigid ones, since they may 
be bent to follow any physical layout and are much easier to stow and transport. Rigid 
cables can generally carry much higher powers, and it is easier to make them air
dielectric rather than filled with a solid dielectric. This consideration is important, 
especially for high powers, since all solid dielectrics have significantly higher losses 
than air, particularly as frequencies are increased. 

Rigid coaxial air-_dielectric lines consist of an inner and outer conductor with 
spacers of low-loss dielectric separating the two every few centimeters. There may be 
a sheath around the outer conductor to prevent corrosion, but this is not always .the 
case. A flexible air-dielectric cable generally !fas corrugations in both the inner and the 
'Outer conductor, running at right angles to its lengih, and a spiral of dielectric material 
between the two. , ' 

The power-handling ability of a transmission line is limited by the flashover 
distance between the conductors due to a high-voltage gradient breaking down in the 
dielectric, It depends on the type of diel,;ctric ma_terial used, as well as the distance 
between the conductors. For the high-power cables employed in transmitters, nitrogen 
under pressure may be used to fill the cabJe,and reduce flashover. Since nitrogen is less 
reactive than the oxygen component of air, corrosion is reduced as well. Dry air '!nder 
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FIGURE 7-2 General equivalent circuit of transmission line. 

pressure is also used as a means of keeping out moisture. As the power transmitted is 
increased, so must be the cross-sectional dimensions of the cable. For example, rigid 
air-dielectric coaxial copper cable with an outer diameter of 22.5 mm has a peak power 
rating of 43 kW. This increases to 400 kW for an outer diameter of 80 mm and to 3 
MW for a 230-fum outer diameter. It will be shown that the inner diameter must be 
changed along with the outer diameter, to e~sure a constant value of all line properties. 

Equivalent circuit representation Since each conductor has a certain length and 
diameter, it will have a resistance and an inductance. Since there are two wires close to 
each other, there will be capacitance between them. The wires are separated by a 
medium call~d the dielectric; which cannot be perfect in its insulation; the current 
leakagdhrough it can be represented by a shunt conductance. The resulting equivalent 
circuit is as shown in Figure 7-2. Note that all the quantities shown are proportional to 
the length of the line, and unless measured and quoted per unit length, they are 
meaningless. 

At radio frequencies, the inductive reactance is much larger than the resistance. 
· The capacitive susceptance is also much larger than the shunt conductance. Both R and 
G may be ignored, resulting in a line that is considered lossless (as a very good 
approximation for RF calculations). The equivalent circuit is simplified as shown in 
Figure 7-3. 

It is to be noted that the quantities L, R, C, and G,shown in Figures 7-2 and 
7-3, are all measured per unit length, e.g., per meter, because they occur periodically 

· along the line. They are thus distributed throughout the length of the line. Under no 
circumstances can they be assumed to be lumped at any one point. 

7-1.2 Characteristic Impedance 
. Any circuit that consists of series and shunt impedances must have an input impedance. 

for the transmission line this input impedance will depend on the type .of line, ·its 
·length and the termination at the far end. To simplify description and calculation, the 

L L L L 

FIGURE 7-3 Transmission-line RF equivalent circuit. 
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FIGURE 7-4 Infinite line, 

input impedance under certain standard, simple and easily reproducible conditions is 
taken. as the reference and is callecL_the characteristic impedance of that line. By 
definition, the characteristic impedance of a tr~nsmission line I Z0, is the impedance 
measured at the input of this line when its length is infinite. Under these conditions the 1 

type of termination at the far end has no effect, and consequently is not mentioned in 
the definition. 

Methods of calculation It can now be shown that the characteristic impedance of a 
line will be measured at its input when the line. is terminated at the far end in an 
impedance equal to Zo (Z;n = Zou, max power transfer), no matter what length the line 
has. This is important, because such a situation is far easier to reproduce for measure
ment purposes than a line of infinite length. 

If a line has infinite length, all"the power fed into it will be absorbed. It should 
be fairly obvious that as one moves away from the input, voltage and current will 
decrease along the line, as a result of the voltage drops across the inductance and 
current leakage through the capacitance. From the meaning of infinity, the points l '-2' 
of Figure 7-4 are just as far from the far end of this line as the points 1-2. Thus the 
impedance seen at l '-2' (looking to the right)"is also Z0 , although the current and 
voltage are lower than at 1-2 .. We can thus say that the input terminals see a piece of 
line up to !' -2', followed by a circuit which has the input impedance.equal to Z0 • It 
quite obviously does not matter what the circuit to the right of 1 '-2' consists of, 
provided that it has an input impedance equal to the characteristic impedance of the 
line, Zo will b{ measured at the input of a transmission line if the output is terminated 
in Z0 . Under these conditions Z0 is considered purely resistive. 

It follows from filter theory that the characteristic impedance of an iterative 
circuit consisting of series and shunt elements is given by 

Zo = {z (7-1) . 'Vy 
where Z = series impedance per section 

= R + jwL (Olm here) and is the series impedance per unit length 
Y = shunt admittance per section 

= G + jwC (Sim here) and is the shunt admittance per unit length 

Therefore 

~
R + jwL z -0 

- G + jwC 
• 

(7-2) 
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(a) Parallel.wire (b) Coaxial 

FIGURE _7-5 Transmission-line geometry. 

From Equation (7-2) it follows that the characteristic impedance of a tran_smis
sion line may be complex, and indeed it very ofien is, especially in line communica
tions, i.e., telephony at voice frequencies. At radio frequencies the resistive compo
nents of the equivalent circuit become insignificant, and the expression for Zo reduces 
to 

fg 
jwC 

~ (7-3) 

L is measured in henrys per meter and C in farads per meter; it follows that 
Equation (7-3) shows the characteristic impedance of a line in ohms and is dimension
ally correct. It also shows that this characteristic impedance is resistive at radio fre
quencies. 

Physically; characteristic impedance is determined by the geometry, size and 
spacing of the conductors, and by the dielectric constant of the·insulator separating 
them. It may be calculated from the following formulas, the various terms having 
meanings as shown in Figure 7-5: 

For the parallel-wire line, we have 

- 2s 
2 0 = 276 log - 0 

d. 

For the coaxial line, this is 

138 D 
2 0 =-log- 0 . Vk d 

where k = dielectric constant cif the insulation. 

(7-4) 

(7-5) 

Note that the figure 138 is equal to 120,r/e, where 120,r = 377 0 is the imped
ance of free space, and e is the base of the natural logarithm sysiem; 276 is 2 x 138. 

Equation (7 -4) appears to take no account of the dielectric constant of the 
insulating material. This is because the material is very often air for parallel-wire Jines, 
and its dielectric constant is unity. The formula for the Z0 of a balanced line with solid 
dielectric is almost identical, except that the first term becomes 276/Vk. 

The usual range of characteristic impedances for balanced lines is 150 to 600 
0, and 40 to 15Q O for coaxial lines, both being limited by their geometry. This, as 
well as the method of using the characteristic impedance formulas, will be shown in the 
next three ex~ples. 
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If a high value of characteristic impedance is needed, it is seen that the conduc
tors must be very small to give a large inductance per unit length. The distance between 
them must be very large to yield as small a shunt capacitance per unit length as 
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possible. One eventually runs out of distance. At the other end of the scale, the exact 
opposite applies. That is, distances between conduetors become inconveniently small 
for coaxial lines. They become impossilile for parallel-wire lines, since overlapping of 
conductors would occm:)f a Z0 less than 83 0. were attempted. · 

7-1.3 Losses in Transmission Lines 

Types of losses There are three ways in which energy, applied to a transmission line, 
may become dissipated before rea9hing the load: radiation, conductor heating and 
dielectric heating. 

Radiation losses occur because a transmission line may act as an antenna if the 
separation of the conductors js an appreciable fraction of a wavelength. This applies 
more to parallel-wire lines th~ to coaxial lines. Radiation losses are difficult to esti
mate, being normally measured rather than calculated. They increase with frequency 
for any given transmission line, eventually ending that line's usefulness at some high 
frequency. · 

Conductor heating, or _/2R loss,. is proportional to cu;ent and· therefore in
versely proportional to characteristic impedance. It also increases with frequency, this 
time because of the skin effect. Dielectric heating is proportional to the voltage across 
the dielectric and hence inversely proportional to the characteri_stic impedance for any 
power transmitted. It again increases with frequency (for solid dielectric lines) because 
of gradually worsening properties with increasing frequency for any given _dielectric 
medium. For air, however, dielectric heating remains negligible. Since the last two 
losses are proportional to length, they are usually lumped together and given by manu
facturers in charts, expressed in decibels per 100 meters. For practical coaxial lines at 
I GHz, these losses vary from as much as 200 dB/100 m for a solid-dielectric, flexible 
6-mm line, to as little as 0.94 dB/100 m for a rigid, air-dielectric 127-mm line. 

Velocity factor The velocity of light and all other electromagnetic waves depends on 
the medium through which they travel. It is very nearly 3 x 108 m/s in a vacuum and 
slower in all other media. The velocity of light in a medium is given by 

(7-6) 

where v = velocity in the medium 
v c = velocity of light in a vacuum 
k = dielectric constant of the medium (I for a vacuum and very nearly I for air) 

The velocity factor, of a dielectric substance, and thus of a cable, is the velocity 
reduction ratio and is therefore given by 

• 1 
vf= Vk (7-7) 

The dielectric constants of materials commonly used in transmission lines range 
from about 1.2 to 2.8, giving corresponding velocity factors from 0.9 to 0.6. Note also 
that since v ~ JA andfis constant, the wavelength A is also reduced by a ratio equal to 
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the velocity factor. This is of particular importance in stub calculations. If a section of 
300-0 twin lead has a velocity factor of 0.82, the speed of energy transferred is 18 
percent slower than in a vacuum. 

7-1.4 Standing Waves 
If a lossless transmission line has infinite length or is terminated in its characteristic 
impedance, all the power applied to the line by the generator at one end is absorbed by 
the load at the other end. If a finite piece of line is terminated in an impedance not 
equal to the characteristic impedance, it can be appreciated that some (but not all) of 
the applied power will be absorbed by the termination. The remaining power will be 
reflected. 

Reflections from an imperfect termination When a transmi_siion line is incorrectly 
terminated, the power not absorbed by the load is sent back foward the generator, so 
that an obvious inefficiency exists. The greater the difference between the load imped
ance and the characteristic impedance of the line, the larger is this inefficiency. 

A line terminated in its characteristic impedance is called,a nonresonant, resis
tive, or flat, line: The voltage and current in s4ch a line are constant in phase through
out its length if the line is lossless, or are reduced exponentially (as the load is ap
proached) if the line has losses. When a line is terminated in-a short circuit or an open 
circuit, none of the power will be dissipated in such a termination, and all of it will be 
reflected back to the generator. If the line is lossless, it should be possible to send a 
wave· out and then quickly replace the generator by a short cir_cuit. The power in the 
line would shunt back and forth, never diminishing because the line· is lossless. The 
line is then called resonant because of its similarity to a resonant LC circuit, in which 
the power is transferred back and forth between the electric and magnetic fields (refer 
to Figure 7-3). If the load impedance has a value between O and 2 0 or between Zo and 
oo, oscillations still take place. This time the amplitude decreases with time, more 
sharply as the value of the load impedance approaches 2 0 • 

Standing waves When power is applied to a transmission line by a generator, a 
voltage and a-current appear whose values depend on the characteristic impedance and 

· the applied power. The voltage and current waves travel to the load at a speed slightly 
less than v c, depending on the velocity factor, If ZL = Z0 , the load absorbs all the 
power, and none is reflected. The only waves then present are the voltage and current 
(in phase) traveling waves from generator to load. 

If ZL is not equal to Zo, some power is absorbed, and the rest is reflected. We 
thus have one set of waves, V and I, traveling toward the load, and the reflected set 
traveling back to the generator. These two sets of traveling waves, going in opposite 
directions (180° out of phase), set up an interference pattern known as standing waves, 
i.e., beats, along the line. This is shown in Figure 7-6 for a sl\ort-circuited line. It is 
seen that stationary voltage and current minima (nodes) and maxima (antinod_es)-have 
appeared. They are separated by half the wavelength of the signal, as will be ex
plained. Note that voltage nodes and current antinodes coincide on the line, as do 
current nodes and voltage antinodes. 
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Load (s/c) 

Distance along line 

FIGURE 7-6 Lossless line terminated in a short circuit. 

Consider only the forward.traveling voltage and current waves for the moment. 
At the· 1oad, the voltage will be zero and the current a maximum because the load is a 
short circuit. Note that the current has a finite value since the line has an impedance. At 
that instant of time, the same conditions also apply at a point exactly one wavelength 
on the generator side of the load, and so on. The current at the load is always a 
maximum, although the size of this maximum varies periodically with time, since the 
applied wave is sinusoidal.. 

The reflection that t~es place at the short circuit affects both voltage and 
current. The current now starts traveling back to the generator, unchanged in phase 
(series circuit theory), but the voltage is reflected with a 180' phase reversal. At a 
point exactly a quarter-wavelength from the load, the current is permanently zero (as 
shown in cFigure 7-6). This is because the forward and reflected current waves are 

. ,xactly 180' out of phase, as the reflecteQ wave has had to travel a distance of ,1./4 + 
,\./4 = ,\./2 farther than the forward wave. The two cancel, and a current node is estab
lished. The voltage wave has also had to travel an extra distance of ,\./2, but since it 
underwent a 180' phase reversal on reflection, its total phase change is 360'. Rein
forcement will take place, resulting in a voltage antinode at precisely the same point as 
the .current node. _ 

A half-wavelength from the load is a point at which there will be a voltage zero 
and a current maximum. This.arises because the forward and reverse curient waves are 
now in phase (current has had to n:avel a total distance of one wavelength to return to 
this point). Simultaneously the voltage waves will cancel, because the 180' phase 
reversal on reflection must be added to the extra distance the reflected wave has to 
travel. All these conditions will repe_at at half-wavelength distances, as shown in Fig
ure 7-6. Every time a point is considered that is. ,1./2 farther from the load than some 
previously considered point, the reflected wave has had to travel one whole wavelength 
farther. Therefore it has the same relation to the forward wave as it had at the first 
point. 

It-must be emphasized that this situation is permanent for any given load and is 
determined by it; such waves are truly standing waves. All the nodes are permanently 
fixed, and the positions of all antinodes are constant. Many of the same conditions 
apply if the ioad is a~ open circuit, except that the first current n)inimum (and voltage 

' .. 
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maximum) is now at the load, instead of a quarter-wavelength away from it. Since the 
load determines the position of the first current node, the type of load may be deduced 
from the knowledge of this position. 

Standing-wave ratio (SWR) The ratio of maximum current to minimum current 
along a transmission line is called the standing-wave ratio, as is the ratio of maximum 
to minimum voltage, wh/r:h is equal io the current ratio. The SWR is a measure of the 
mismatch between the load and the line, and is the first and most important quantity 
calculated for a particular load. The SWR is equal to unity (a desirable condition) when 
the load is perfectly matched. When the line is terminated in a purely resistive load, the 
standing-wave ratio is given by . 

or SWR =RdZo (whichever is larger) (7-8) 

where RL is the load resistance. 
It is customary to put the larger quantity in the numerator of the fraction, so that 

the ratio will always be greater than 1. Regardless of whether the load resistance is half 
as large or twice as large as the line characteristic impedance, the ratio of a voltage 
maximum to a voltage minimum is 2: I, and the degree of mismatch is the same in both 
cases. 

If the load is purely reactive, SWR will be infinity. The same condition will 
apply for a short-circuit or an open-circuit termination. Since in all three· cases no 
power is absorbed, the reflected wave has the same· size as the forward wave. Some
w)iere along the iine complete cancellation will occur, giving a voltage zero, and hence 
SWR must be infinite. When the load is complex, SWR can still be computed, but it 
is much easier to determine it from a transmission-line calculator, or to measure it. 

· · The higher the SWR, the greater the mismatch between line and load or, for 
that matter, between generator and line. In practical lines, power loss increases with 
SWR, · and so a low value of standing-wave ratio is always sought, except when the 
transmissionline is being used as a pure reactance or as a tuned circuit. This will be 
shown in Section 7-1. 5. · · 

Normalization of impedance It is customary to normalize an impedance with respect 
to the line to which it is connected, i.e., to divide this impedance by the characteristic 
impedance of the line, as 

ZL 
zL=-

Zo 

,. 
(7-9) 

thus obtaining the normalized impedance. (Note that the normalized impedance is a 
dimensionless quantity, not to be measured or given in ohms.) This is very useful 
because the behavior of the line depends not on the absolute magnitude of the load 
impedance, but on its value relative toZ0 • This fact can be seen from Equation (7-8); 
the SWR on a line will be 2 regardless of whether Z0 = 75 0 and RL = 150 0 or 
Zo = 300 0 and RL = 600 0. The normalizing of impedance opens up possibilities for 
transmission-line charts. It is similar to the process used to obtain the universal re
sponse curves for tuned circuits and RC-coupled amplifiers. 
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FIGURE 7-7 Lossless line terminated in a pure resistance greater than Z0 (note that 
voltage SWR equals current SWR). 

\ Consider a pure resistance connected to a transmission line, such that RL ,,6 Z0 . 

Since jhe voltage and current vary along the line, as shown in Figure 7-7, so will the 
resistance or impedance. However, conditions do repeat every half-wavelength, as 
already outlined. The impedance at P will be equal to that of the load, if P is a 
half~wavelength away from the load and the line is lossless. 

7-1.5 Quarter- and Half-Wavelength Lines 
Sections of transmission lines that are exactly a quarter-wavelength or a half-wave-
length long have importa~t impedance-transforming prope~ are often used for 
this purpose at radio frequencies. Such lines will now be discussed. 

Impedance inversion by quarter-wavelength lines Consider Figure 7-8, which 
shows a load of impedance ZL connected to a piece of transmission line of length s and 
having Z0 as its characieristic impedance. When the length·s is exactly a quarter-wave
length line (or an odd number of quarter-wavelengths) and the line is lossless, then the 
impedance Z,, seen when looking toward the load, is given by 

z2 z = __Q_ 
s ZL (7-10) 

This relationship is sometimes called reflective impedance; i.e., the quarter
wavelength reflects the opposite of its load impedance. Equation (7-10) represents a 
very important and fundamental relation, which is somewhat too complex to derive 
here, but whose truth may be indicated as follows. Unless a load is resistive and equal 
to the characteristic impedance of the line to which it is connected, standing waves of 
voltage and current are set up along the line, with a node (and antinode) repetition rate 

_z._-__ z_·. ___ ' [J 
FIGURE 7-8 Loaded line. 
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FIGURE 7-9 Standing waves along a mismatched transmission line; impedance inversion. 

of A/2. This has already been shown and is indicated again in Figure 7-9. Note that 
here the voltage and current minima are not zero; the load is not a short circuit, and 
therefore the standing-wave ratio is not infinite. Note also thai the current nodes are 
separated from the voltage nodes by a'distance of A/4, as before. 

It is obvious that at the point A (voltage node, current antinode) the line imped
ance is low, and at the point B (voltage antinode, current node) it is the reverse, i.e., 
high. In order to change the impedance at A, it would be necessary to change the SWR 
on the line. If the SWR were increased, the voltage minimum at A would be lower, and 
so would be the impedance at A. The size of the voltage maximum at B would be 
increased, and so would the impedance at B. Thus an increase in Z8 is accompanied by 
a decrease in ZA (if A and Bare A/4 apart) .. This amounts to saying that the impedance 
at A is inversely proportional to the impedance at B. Equation (7°10) states thisrela
tion mathematically and also supplies the proportionality constant; this happens to be 
the square of the characteristic impedance of the transmission line. The relation holds 
just as well when the two points are not voltage nodes and antinodes, and a glance at 
Figure 7-9 shows thatit also applies when the distance separating the points is three, 
five, seven and so on, quarter-wavelengths. 

Another interesting property of the quarter-wave line is seen if, in Equation 
(7-IO);theimpedances are normalized with respect to Z0 • Dividing both sides by Z0 , 

we have 

Z, Zo 
-=-
Zo ZL 

but 

Z, 
-=·z 
Zo s 

and 

ZL 
-=zL 
Zo 

whence Z0 /ZL = Ilzi_. 
Substituting these results into Equation (8-11) gives 

(7-11) 
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Zs = 

YL (7-12) 

where YL is the itormalized admittance of the load. 
Equation (7-12) is a very important relation. It states that if a quarter-wave

length line is connected to an impedance, then the normalized input impedance of this 
line is equal to the normalized load admittance. Both must be normalized with respect 
to the line. Note that there is no contradiction here, since all normalized quantities are 
dimensionless. Note also that this relation is· quite independent of the characteristic 
impedance of the line, a property that is very useful in practice. 

Quarter-wave transformer and impedance matching In nearly all transmission
line applications, it is required that the load be matched to the line. This involves the 
tuning out of the unwanted load reactance (if any) and the transformation of the result
i_ng impedance to the value required. Ordinary RF transformers may be used up to the 
middle of the VHF range, Their performance is not good enough at frequencies much 
higher than this, owing to excessive. leakage inductance and stray capacitances. The, 
quarter-wave line provides unique· opportunities for impedance transformation up to · 
the highest frequencies and is compatible with transmission lines. 

Equation_ (7-.10) shows that the impedance at the input of a quarter-wave line 
depends on two quantities: these are the load impedance (which is fixed for any load at 
a constant frequency) and the characteristic impedance of the interconnecting transmis
sion line. · If this Z0 can be varied, the impedance seen at the input to the· A/4 trans
former will be varied accordingly, and the load may thus be matched to the characteris
tic impedance of the main line. This is similar to varying the turns ratio of a 
transformer to obtain a required value of input impedance for any given value of load 
impedance. 
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It must be understood that a quarter-wave transformer has a length of ,\/4 at 
only one frequency. It is thus highly frequency-dependent, and is in this respect similar 
to a high-Q tuned circuit. As a matter of fact, the difference between the transmission
line transformer and an ordinary tuned transformer is purely one of construction, the 
practical behavior is identical. This property of the quarter-wave transformer makes it 
useful as a filter, to prevent undesirable frequencies from reaching the load, often an 
antenna. If broadband impedance matching is required, the transformer must be con
structed of high-resistance wire to lower its Q, thereby increasing bandwidth. 

It should be mentioned that the procedure .becomes somewhat more involved if 
the load is complex, rather than purely resistive as so far considered. The quarter-wave 
transformer can still be used, but it must now be connected at some precalculated 
distance from the load. It is generally connected at the nearest resistive point to the 
load, whose position may be found with the aid of a transmission-line calculator, such 
as a Smith chart. 

Half-wavelength line As was mentioned previously, the reflected impedance is an 
important characteristic of the matching process; the half-wavelength line reflects its 
load impedance directly. A half-wave transformer has the property that the input im
pedance must be equal to the impedance of the load placed at the far end of the 
half-wave line. This property is independent of the characteristic impedance of this 
line, but once. again it is frequency-dependent. 

The advantages of this property are many. For instance, it is very often not 
practicable to measure the impedance of a load directly. This being the case, the 
impedance may be measured along a transmission line connected to the load, at a 
distance which is a half-wavelength ( or a whole number of half-wavelengths) from the 
load. Again, it is sometimes necessary to short-circuit a transmission line at a point that 
is not physically accessible. The same results will be obtained _if the short circuit is 
placed a half-wavelength (etc.) away from the load. Yet again; if a short-circuited 
half-Wave transmission line is connected across the main line, the rriain line will be 
short-circuited at that. point, but only at the frequency at which the shunt line is a 
half-wavelength. That frequency will not pass this point, but others will, especially if 
they are farther and farther away from the initial frequency. The short-circuited shunt 
half-wave line has thus become a band-stop filter. Finally, if the frequency of a signal 
is known, a short-circuited transmission line may be connected to the generator of this 
frequency, and a half-wavelength along this line may be measured very accurately. 
From the knowledge of frequency and wavelength, the velocity of the wave along the 
line can be calculated. We may determine the velocity factor, and therefore the dielec
tric constant of the insulation, as discussed in Section 7-1.3. 

7-1.6 Reactance Properties of Transmission Lines 
Just as a suitable piece of transmission line may be used as a trarisformer, ·so O!her 
chosen transmission-line configurations may be used as series or shunt inductive or 
capacitive reactances. This is very advantageous indeed. Not only can such circuits be 
employed at the highest frequencies, unlike LC circuits, but also they are compatible 
with transmission lines. 
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Open- and short-circuited lines as tuned circuits The input impedance of a quarter
wave piece of trauSJilission line, short-circuited at the far end, is infinity, aud the line 
has transformed a short circuit into au open circuit. This applies only at the frequency 
at which the piece of line is exactly A/4 in length. At some frequency near this, the line 
will be just a little longer or shorter than A/4, so that at this frequency the impedance 
will not be infinity. The further we move, in frequency, away.from the original, the 
lower will be the impedance of this piece of line. We therefore seem to have a parallel
tuned circuit, or at least something that behaves as one. Such a line is often used for 
this purpose at UHF, as au oscillator tank circ?it (see Figure 11-3) or in other applica
tions. 

If the quarter-wave line is open-circuited at the far end, then, by a similar 
process of reasoning, a series-tuned circuit is obtained. Similarly, a short-circuited 
half-wave line will behave as a series-tuned circuit, in the manner described in the 
preceding section. Such short- or open-circuited lines may be employed at high fre
quencies in place of LC circuits. In practice, short-circuited lines are preferred, since 
open-circuited lines tend to radiate. 

Properties oflines of various lengths Restating the position, we know that a piece of 
transmission line A/4 long aud short-circuited at the far end (or A/2 long and open
circuited at the far end) looks like au open circuit and behaves exactly like a parallel
tuned circuit. If the frequency of operation is lowered, the shunt inductive reactauce of 
this tuned circuit is lower aud the shunt capacitive reactance is higher. Inductive cur
rent predominates, aud therefore the impedance of the circuit is purely inductive. Now, 
this piece at the new frequency is less thau A/4 long, since the wavelength is now 
greater aud the length of line is naturally unchanged. We thus have the important 
property that a short-circuited line less thau A/4 long behaves as a pure inductance. An 
open-circuited -line less than A/4 long appears as a pure capacitance. The various 
possibilities.are' shown in Figure 7-10, which is really a table of various line lengths 
aud termination~ aud their equivalent LC circuits. 

Stubs If a load is connected to a transmission line and matching is required, ·a quarter
wave, transformer may be used if ZL is purely resistive. If the load impedance is 
complex, one of the ways of matching it to the line is to tune out the reactance with an 
inductor or a capacitor, and then to- match with a quarter-wave transformer. Short
circuited transmission lines are more often used than iumped components at very high 
frequencies; a transmission line so used is called a stub (see Figure 7-11), The proce
dure adopted is as follows: 

I. Calculate load admittance. 
2. Calculate stub susceptauce. 
3. Connect stub to load, the resulting admittance being the load conductance G. 
4. Transform conductance to resistance, aud calculate Z0 of the quarter-wave trans

former as before. 
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FIGURE 7-10 Transmission-line ·sections and their LC equivalents. 
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Impedance variation along a mismatched line When a complex load .is connected 
to a transmission line, standing waves result even if the magnitude of the load imped
ance is equal to the characteristic impedance of the line. If zL is the normalized load 
impedance, then as impedance is investigated along the line, :iL will be measured A/2 
away from the load, and then' at successive A/2 intervals when the line is lossless. 

A normalized impedance equal to YL will be measured A/4 away from the load 
(and at successive A/2 intervals from then on). If zL = r + jx, the normalized imped
ance measured A/4 farther·on will be given by 

r- jx 
zs=yL=--.-

r+ 1x r2 +x2 (7-14) 
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FIGURE 7-11 Stub tuning. (a) and (c) Stub tuning.of transmission lines. (h) and (d) Stub 
tuning fol:" coaxial lines. Z0 is the characteristic impedance of the line; ZR represents the 
anteniia input impedance . 

. The normalized load impedancewas inductivei and yet, from Equaiion (7-14), 
the normalized.impedance seen ,>,.t4 away from the load is capac\tive. 1t is obvious that, 
somewhere between these two pomis·, it must have been purely resistive. This point is 
not necessarily A/8 from the load;-but the fact that il exists ai all is <if great importance. 
The position of the purely resistive point is .very difficult to, calc.ulate without a chart . 
such as.,the Smith chart previously mentio!led. Many .transmission-line calculations are 
made.easier .by the· use. of charts, and 11one more so than those involving lines with 
complex loads. 

THE SMITH CHART AND ITS. APPLICATIONS 

The various properties of transmission lines may be represented graphically on any cif 
a large number of charts. The rriost useful representations are those that give the · 
impedance relations along a lossless line for different load conditions. The most widely 
used calculator of this type is the Smith chart: · · · · 

7-2.1 Fundamentals of the Smith Chart . . ' - ,, ... 
Description., The 

0

polar impedanc~ di~gr~m. or Smith chart .asjt is more C0lll11l0Dly 
known, is illustrated in Figure 7,12. It.consists of two.sets of circles; or:arcs of circles, 
which ·~re sO. arranged that. '(aripus important quantities connected with. mismatched 
transmission Unes .i)lay,be plaited. and. evaluated ,fairly easily. The.complete circles, 
whose ~enters lie ori the only straight line on the chart, correspond to.various values of. 
normalized resistance °cr ,= RIZ0 ), along the. line. The arcs of circles, to either side of 
the straigh,t line, similarly <;orrespond to various values of normalized line reactanqe 

. ' ,, \ . ' ·. ..-
jx = jXIZ0 : )\careful look.at the way in whi,h the circles'intersect shows them to be , 

. \ . ·. l: ' . . . . . 
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orthogonal. This means that tangents drawn to the circles at the point of intersection 
would be mutually perpendicular. The various circles and coordinates have been cho
sen so that conditions on a line with a given load (i.e., constant SWR) correspond to 
a circle drawn on the chart with its center at the center of the chart. This applies only to 
lossless lines. In the quite rare case of lossy RF lines, an inward spiral must be drawn 
instead of the circle, with the aid of the scales shown in Figure 7-12 below the chart. 

If a load is purely resistive, R!Z0 not only represents its normalized resistance 
but also corresponds to the standing-wave ratio, as shown in Equation (7-8). Thus, 
when a particular circle has been drawn on a Smith chart, the SWR corresponding to 
it may be read off the chart at the point at which the drawn circle intersects the only 
straight line on the chart, on the right of the cliart center. This SWR is thus equal to the 
value of r ± jO at that point; the intersection to the left of the chart center corresponds 
to 1/r. It would be of use only if it had been decided always to use values of SWR less 
than I. 

The greatest advantage of the Smith chart is that travel along a lossless line 
corresponds to movement along a correctly drawn constant SWR circle. Close exami
nation of the chart axes shows the chart .has been drawn· for use with normalized 
impedances and admittances. This avoids the need to have Smith charts for every 
imaginable value of line characteristic impedance. (If a particular value of Z0 is em
ployed widely or exclusively, it becomes worthwhile to construct a chart for that. 
particular value of Z0 •. For example, the General Radio Company makes a 50-.!1 chart 
for use with its transmission equipment. It may also be used for any other 50-.!1 
situations and avoids the need for normalization.) Also note that the chart covers a 
distance of only a half-wavelength, since conditions repeat exactly every half-wave
length on.a lossless line. The impedance at 17.716 A away from a load on a line is 
exactly the same as the impedance 0.216 A from that load and can be read from the 
chart. · 

Bearing th~Se t~o points in mind, we see that impedances encountered at suc
cessive points along a lossless line may easily be found from the cliart. They lie at 
corresponding successive points along the correct drawn (this word is repeated to 
emphasize the fact that such a circle must be drawn by the user of the chart for each 
problem, as opposed to the numerous circles already present on the Smith chart) con
stant SWR circle on the chart. Distance along a line is represented by (angular) dis
tance around the chart and may be· read from the circumference of the chart as a 
fraction of a wavelength. Consider a point some distance away from some load. If to 
determine the line impedance at 0.079 A away from this new point, it quickly becomes 
evident that there are two points at this distance, one closer to the load and one farther 
away from it. The impedance at these two points will not be the same. This is evident if 
one of these points just happens to be a voltage node. The other point, being 2 X 
0.079 = 0.158 A away from the first, cannot possibly be another voltage node. The 
same reasoning applies in all other situations. The direction of movement around a 
constant SWR circle is also of importance. The Smith chart has been standardized so 
that movement away from the load, i.e., toward the generator, corresponds to clock
wise motion on the chart. Movement toward the load corresponds to counterclockwise 
motion; this is always marked on the rim of commercial Smith charts and is shown in 
Figure 7-12. 
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For any given load, a correct constant SWR circle may be drawn by normaliz
ing the load impedance, plotting it on the chart and then drawing· a circle through this 
point, centered at 0. The point Pin Figure 7-12 represents a correctly plotted normal
ized impedance of z = 0.5 + j0.5. Since it lies on the drawn circle which intersects the 
r axis at 2.6, it corresponds to an SWR of 2.6. If the line characteristic impedance had 
been 300 !l, and if the load impedance had been (150 + jI50) !l, then P would 

· correctly represent the load on the chart, and the resulting line SWR would indeed be 
2.6. The impedance at any other point on this line may be found as described, by the 
appropriate movement from the load around the·SWR = 2.6 circle. As shown in Fig
ure 7-12, the normalized impedance at P'·is 1.4 + jl.l, where P' is 0.100 A away 
from the load. 

Applications The following are some of the more important applications of the Smith 
chart: 

1. Admittance calculations. This application is based on the fact that the impedance 
. measured at Q is equal to the admittance at P, if P and Q are A/4 apart and lie on 

the same SWR circle. This is shown in Figure 7-12. The impedance at Q is 
1 - jl, and a very simple calculation shows that if the impedance is 0.5 + j0.5, 
as it was at P, then the corresponding admittance is indeed 1 - j 1, as read off 
at Q. 

Since the complete circle of the Smith chart. represents a half-wavelength 
along the line, a quarter-wavelength corresponds to a semicircle. It is not neces
sary to measure A/4 around the circle from P, but merely to project the line 
through P and the center of the chart until it intersects the drawn circle at Q on the 
other side. (Although such an application is not very important in itself, it has been 
found of great value in familiarizing students with the chart and with the method of 
converting it for use as an admittance chart, this being essential for stub calcula
tions.) 

2. Calculation of the impedance or admittance at any point, on any transmission line, 
with any load, and simultaneous calculation of the SWR on the line. This may be 
done for lossless or lossy lines, but is much easier for lossless lines. 

3. Calculation of the length of a short-circuited piece of transmission line to give a 
required capacitive or inductive reactance. This is done by starting at the point 
O,jO on the left-hand side rim of the cnart, and traveling toward the generator until 
the correct value of reactance is reached. Alternatively, if a susceptance of known 
yalue is required, start at the right-hand rim of the chart at the point oo,joo and work 
toward the generator again. This calculation is always performed in connection 
with short-circuited stubs. ' 

! '.~ 7-f (Students m expected to perform part ofthe)xainpfe on their own 
r,,cbarts.~ Galcula1e the length· of a sbort-circtiited line required to ·tune out the suscep
: vtm'ofaload whose Y = (O.ooi- j0;(l02) s; placell on an air-dielectric transmis-
• sion · line. of characteristic admittance Yo = O:Cl033 S1 · at a frequency· of 150 MHt:. · 
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7-2.2 Problem Solution 
In most cases, the best method of explaining problem solution with the Smith chart is 
to show how an actual problem of a given type is solved. in other cases, a procedure 
may be established without prior reference to a specific problem. Both methods of 
approach will be used here. 

Matching of load to line with a quarter-wave transformer 
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FIGURE 7-13 Smith chart solution of Example 7-7,-matchmg with a quarter-wave trans
former. 
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I 

Stub length 

-To generator z.,.. 

FIGURE 7-14 Stub conn~ to loaded transmission line. 

Matching of load to line with a short-circuited stub A stub is a piece of transmis-' - . . 

sion line which is normally short-circuited at the far end. It may very occasionally be 
open-circuited at the distant .end, but either way its irnpedapce is a pure reactance. To 
be quite precise, siich a stub has an input admittance which is a pure susceptance, and it 
is used to tune out the susceptance component of the line admittance at some desired 
point. Note that short~circuited stubs are preferred because open-circuited pieces of 
transmission Jihe tend to radiate ·from the open end. 

As shown in Figure 7-14, '1.,§tub is made of the same transmission line as the 
one io which it is connected. It fh'tis has an advantage over the quarter-wave trans
former, which must be constructed to suit the occasion. Furthermore, the stub may be 
made rigid and adjustable. This is of particular use at the higher frequencies and allows 
the stub to be used for a variety of loads, and/or over a range of frequencies. 

Matching Procedure 

1. Normalize the load with respect to the line, and plot the point on the chart. 
2. Draw a circle through this point, and travel around it through a distance of A/4 

(i.e., straight through) to find the load admittance. Since the stub is placed in 
parallel with the main line, it is always necessary to work with admittances when 
making stub calculations. 

3. Starting from this new point (now using the Smith chart as an admittance chart), 
fmd the p"int nearest to the load at which the normalized admittance is 1 ± jb. 
This point'/~ the intersection of the drawn circle with the r = 1 circle, which is the 
only circle\ through the centeri of the chart. This is the point at which a stub 
designed to.,tune out the ±jb '\omponent will be placed. Read off the distance 

· traveled around the circumfere11ce of the chart; this is the distance to the stub. 
-4. To find the length of the short-circuited siub, start from the point ooJ oo on the 

. right-hand rim of the chart, since that is the admittance of a short circuit. 
5. Traveling clockwise around the circumference of the chart, find the point at which 

the susceptance tunes out the ± jb susceptance of the line at the point at which the 
stub is to be connected. For example, if the line admittance is 1 + j0.43, the 
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FIGURE 7-15 Smith chart solution of Example 7-8, matching with a short-circuited stub. 

required susceptance is - jO .43. Ensure that the correct polarity of susceptance has 
been obtained; this is always marked on the chart on the left-hand rim. 

6. Read off the distance in wavelengths from the starting point oo J oo to the new 
point, (e.g., b = -0.43 as above). This. is the required length of the stub. 
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SOLUTION 
lnthefo11owing ;.,lution, steps are numbered as.in the procedure: 
1. z, = ( 450 - j600)J3QO = l.5 -j2: . . 
Cin:le plotled and.has SWR = 4.6. Point plotted, P in Figure 7-15. 
2, , Yi = 0.24 + j0:32; ttom the chart. . 
This,as shbwn in Figure 7-14, is A/4 away and is marked Q. 
!, .. N~St point of y ':' I ±jb .is y =I+ jL7. . .... · . 
. '.l'hjfi.tfo~nd j'romJbe Chim 3Ild mmed ]J.. The <iistailce of this po,inifrom t\,e load, Q 
· io,:k; fs found along the rim oftlie chart. and given by 

I>i~tan!;e to Sl)lb = 0._181 :_ 0,()51 =, 0.130 A 

,· · .. Therefore the stub will be placed0.13 A from die load .and will have toAune <ii\! • 
' b =+l.7; thus die stub must have a suscep(ance oh,-1.7. . . . · '.\J ,~.' 
· ~;,'5; 811d 6'. .Sfai!illg from "'j "'• and traveling cll>C!\Wise around the rini o( the c]filrt,' 1 
cOl)e,reaches the p<>int o, -Jl.7; it is marked Son.the chart of Figure7-J5iFrom tli<>, 
• ¥, •the distaitce of this point from the short-cb;cuit.admittance point is . . · 

Stgb length = 0.335 - 0.250 ,;, 0.085 A 

Effects of frequency variation A stub :,viii match a load to a transmission line only at 
the frequency at which it was designed to do so, and this applies equally to a quarter
wave transformer. If the load impedance varies with frequency, this is obvious. How
ever, it may be readily shown that a stub is no longer a perfect match at the new 
frequency even if the load impedance is unchanged. 

Consider the result of Example 7-8, in which it was calculated that the load
stub separation should be 0.13 A. At the stated frequency of 10 MHz the wavelength is 
30 m, so that the stub should be 3.9 in away from the load. If a frequency of 12 MHz is 
now considered, its wavelength is 25 m. Clearly, a 3.9-m stub is not 0.13 A away from 
the load at this new frequency, nor is its length 0.085 of the new wavelength. Obvi
ously the stub has neither the correct position nor the correct length at any frequency 
other than the one for which it was designed. A mismatch will exist, although it must 
be said that if the frequency change is not great, neither is the mismatch. 

It often occurs that a load is matched to a line at one frequency, but the setup 
must also be relatively lossless and efficient over a certain bandwidth. Thus, some 
procedure must be devised for calculating the SWR on a transmission line at a fre
quency J" if the load has been matched correctly to the line at a frequency f' . . A 
procedure will now be given for a line and load matched by means of a short-circuited 
stub; the quarter-wave transformer situation is analogous. 
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FIGURE 7-16 Smith chart solution of Example 7-9, effects of frequency change on a stub. 

' 
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Another e,<ample is now given, covering this type of procedure from the very 
beginning for a situation in which the load impedance remains constant. 

7"7:.-.-.··-<'<t:;,::,;_·.,y;.j~·:.~·-_:_" ·.',''( ·•::...'-\ ·_--,·,-:.;"•r·:-_·:"._;·.·.'.c-~" __ ·.- ··::-~-,. -. ._ -~, '.'"'" ".. . 
,.~J-JCI: (Refer .t!iFi~7-17) (a) CarClllaie thcfposition: andlengtli·of (i · 
,.,liort-cjiyuited stub.designeil,to match _a 200-tr load'to a-tiansmission line whose 
' cbaracterisiic impedlin¢i:is 300 fl. (b) Calculat~.the SWR on: the main line when the: .. 
. · froquency is increased by 10 percent, assuming that the lollli anp line impepances · 
· iemain constant. · · · · · · · 

'"-' 
,.SOl,µTlON 

(a) z,,;, "'o/,oo.= o:67. Plotting Pon the chart gives an SWR = !.J.cirel,; f?.&~tt'j 
tance of load) is plotted. . . . . . · , . ,· •. .. · ~-. : : }'';~ 

Poi!it of intersection with r = 1 circle; R, is plotted. Pistance_ fiQm'J~,alJni(t-;'.,) 
.~ceiQ.r R, is foWld equal.to 0.H A; thisJs. the pis~ wthe'$tub: :"':: '<>:[{/ 

, c;/.At ll,.YJ;,,. = 1 c-j0.41; hence·b..,,:s=j0)4l.- Plotting·s,~ measuri!ig,the'afi.t1 
: ~.9fSfiQmo,,joogivesstu~1¢p~'i'O}llA. · · . ,<',·,>•· :: .• ._· ,; 
:Jk)I" .'c' !10 percept off', so that· A':=. A/1.l, Thus, .tl1¢, ~IS)AACC _t~. stub IS O, llXe). 
,tl,J,;=:O,liJA'.; and _the length of stub is 0.3Ux I.l.=0,342:M.·· .. · .. _._ .. · .... i}\ 
,,, ::,:,Starting /roiitJ2:..id g_oing 8!)lUlld the~wn <:ire.le through--di!tallce of Q-.J21J'r; 
?,~li~2~:~~'~,~~,~~~ •!Ul>:~~t wint~t lh!?:'!""'..~~J.:j 

,. 
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FIGURE 7-17 Smith chart solution of Example 7-10, stub matching with frequency 
change. 
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7 ~ 3 TRANSMISSION-LINE COMPONENTS 

A number of situations, connected with the use of transmissi:;;, lines, require compo
nents that are far easier to manufacture or purchase than to make on the spur-of the 
moment. One very obvious requirement is for some sort of adjustable stub, which 
could cope with frequency or load impedance changes and still give adequate match
ing. Another situation often encountered is one in which it is desired to sample only the 
forward (or perhaps only the reverse) wave on a transmission line upon which standing 
waves exisL Agai_n, it often happens that a balanced line must be connected· to an 
unbalanced one. Finally, it would be very handy indeed to have a transmission line, for 
measurement purposes, on which the various quantities such as nodes,- antinodes, or 
SWR could be measured at any point. All such evennrnlities are covered by special 
components, or "hardware," which will now be-discussed. 

7-3.1 The Double Stub 
If a transmission-line matching device is to be useful in a range of different matching 
situations, it must have as many variable parameters, or degrees of freedom, as the 
standing-wave pattern. Since the pattern has two degrees of freedom (the SWR and the 
position of the first maximum), so must the stub matcher. A single stub of adjustable 
position and length will do the job very well at frequencies below the microwave 
range. (This fre'luency range is not rigidly defined, but it is commonly understood to 
occupy the spectrum.from I to 100 GHz. It is also called broadly the centimeter range, 
since the two extreme frequencies correspond to wavelengths of30 and 0.3 cm, respec
tively.) At such high frequencies coaxial lines are employed instead of parallel-wire 
lines, and difficulties with screened slots are such that stubs of adjustable position are 
not considered. · 

Tp provide the second degree of freedom, a second stub of adjustable position 
is added to the first one, This results in the double stub of Figure 7-18 and is a 
commonly used matcher for coaxial microwave lines. The two stubs are placed 0.375 A 
apart (A corresponding to the center frequency of the required range), since that ap
pears to be the optimum separation. Two variables are provided, and very good match
ing is possible. Not all loads can be matched under all conditions, since having a · 
second variable stub is not quite as good as having a stub of adjustable position. 

Such a matcher is normally C.Qnnected beiween the load and the main transmis
sion line to ensure the shortest possible length of mismatched line. It naturally has the 

FIGURE 7-18 Double-stub matcher. 

\ 



TRANSMISSION Llt,IES 215 

same characteristic impedance as the main line, and each stub should have a range of 
variation somewhat in excess. of half a wavelength. The method of adjustment for 
matching is best described as "guesstimation," i.e., trial and error, which may or may 
not be preceded by a preliminary calculation. When trial and error is used, the stub 
nearest to the load is set at a number of points along its range, and the farther stub is 
racked back and forth over its entire range ( at each setting point of the first stub) until 
the best possible match has been achieved. The SWR is, of course, monitored con
stantly while adjustment is taking place. Unless the load is most unusual, for example, 
almost entirely reactive, it should be possible to reduce the SWR on the main line to 
.below about 1.2 with this matcher. 

If almost perfect matching-under all conceivable conditions of SWR and load 
impedance is required, a triple-stub tuner should be used. This is similar to the double
stub tuner but consists of three stubs, adjustable in length and placed 0.125 A apart (the 
optimum separation in this case). 

7-3.2 Directional Couplers 
It is often necessary to measure the power being delivered to a load or an antenna 
through a transmission line. This is often done by a sampling technique, in which a 
known fraction of the power is measured, so that the total may be calculated. It is 

·imperative, under these conditions, that onlY. the forward wave in the main line is 
measured, not the reflected wave (if any). A number of coupling units are used for such 
purposes and are known as directional couplers, the two-hole coupler shown in Figure 
7-19 being among the most popular. This particular one is discussed because it is a 
good illustration of transmission-line techniques and has a direct waveguide counter
part (see Section 10-5). 

As indicated in Figure 7-19, the two-hole directional coupler consists of a piece 
of transmission_line to be connected in series with the main line, together with a piece 
of auxiliary line coupled to the main line via two probes through slots in the joined 
outer walls of the two coaxial lines. The probes do not actually touch the inner conduc
tor of the auxiliary line. They couple sufficient energy into it simply by being near it. 
If they did touch, most of the energy (instead of merely a fraction) in the main line 
would be coupled into the auxiliary line; a fraction is all that is needed. The probes 
induce energy flow, in the auxiliary line which is mostly in the same direction as in the 

Nonreflecting 
termination 

Forward wave components proceed. 
Reflected wave components subtract· at .B 

To rl,-;:====;:=-=;:----- detector 
probe 

/ Main line 

FIGURE 7-19 Coaxial two-hole directional coupler. 



216 ELECTRONIC COMMUNICATION SYSTEMS 

· ,:,main line, and provision is made to deal with energy flowing in the "wrong" direc
tion. The distanc\o between the probes is ,\/4 but may also be any odd number of 
quarter-wavelengths. The auxiliary line is terminated at one end by a resistive load. 
This. absorbs all the energy fed to it and is often termed a nonreflecting termination. 
The other end goes to a detector probe for measurement. 

· Any wave launched in the auxiliary line from right to left will be absorbed by 
the load at the left and will not, therefore, be measured. It now remaios to ensure that 
only the forward wave of the main line can travel from left to right in the auxiliary line. 
The outgoing wave entering the auxiliary line at A, and proceeding toward the detector, 
will meet at B another sample of the forward wave. Both have traversed the same 
distance altogether, so that they add and travel on to the detector to be measured. There 
will also be a small fraction of the reverse wave entering the auxiliary line and then 
traveling to the right in it. However small, this wave is undesirable and is removed here 
by cancellation. Any of it that enters at B will be fully canceled by a portion of the 
reflected wave which enters the auxiliary line at A and also proceeds to the right. This 
is so because the reflected wave which passes B in the main line enters the auxiliary 
line at A and then goes to B, having traveled through a distance which is 2 X ,\/4 = ,\/2 
greater than the reflected wave that entered at B. Being thus exactly 180' out of phase, 
the two cancel if both slots and probes are the same size and shape, and are correctly 
positioned.· 

Since various mechanical inaccuracies prevent ideal operation of this (or any 
other) directional coupler, some of the unwanted reflected wave will be measured in 
the auxiliary line. The directivity of a directional coupler is a standard method of 
measuring the extent of this unwanted wave. Consider exactly the same power of 
forward and reverse wave entering the auxiliary line. If the ratio of forward to reverse 

· power measured by the detector is 30 dB, then the directional coupler is said to have a 
directivity of 30 dB. This value is common in practice. 

7-3.3 Baluns 

The other important quantity in connection with a directional coupler is its 
directional coupling. This is defined as the ratio of the forward wave in the main line to 
the forward wave in the auxiliary line. It is measured in decibels, and 20 dB (100: 1) is 
a typical value. 

A balun, or balance-to-unbalance transformer, is a circuit element used to connect a 
balanced line to an unbalanced line or antenna. Or, as is perhaps a little more common, 
it is used to connect an unbalanced. (coaxial) line to a balanced antenna such as a 
dipole. At frequencies low enough for this to be possible, an ordinary tuned trans
former is employed. This has an unbalanced primary and a center-tapped secondary 
winding, to which the balanced antenna is connected. It must also have an electrostatic 
shield, which is earthed to minimize the effects of stray capacitances. 

For higher frequencies, several transmission-line baluns exist for differing pur
poses and narrowband or broadband applications. The most common balun, a narrow
band one, will be described here, as shown in cross section in Figure 7-20. It is known 
as the choke' sleeve' or bazooka balun. ' 



TRANSMISSION LINES 217 

Dipole 
antenna 

Balanced 
line 

y 

Sleeve 
-r 
• 2 

l 
X 

Coaxial line 

FIGURE 7-20 Choke (bazooka) balun. 

As shown, a quarter-wavelength sleeve is placed around the outer conductor of 
the coaxial line and is connected to it at x. At the pointy, therefore, A/4 away from x, 
the impedance seen when looking down into the transmission line formed of the sleeve 
and the outer conductor of the coaxial line is infinite. The outer conductor of the 
coaxial li~e no longer has zero impedance to ground at y. One of the wires of the 
balaneed line may be connected to it without fear of being short-circuited to ground. 
The other balanced wire is connected to the inner conductor of the coaxial line. Any 

' balanced load, such as the simple dipole1 antenna shown in Figure 7-20, may now ,be 
placed upon it. 

7-3.4 The Slotted Line 
It can be appreciated that a piece of transmission line, so constructed that the voltage or 
current along it can be measured continuously over its length, would be ofreal use in 
a lot of measurement situations. At relatively low frequencies, say up to about 100 
MHz, a pair of parallel-wire lines may be used, having a traveling detector connected 
between them. This detector is easily movable and has facilities for determining the 
distance of the probe from either end of the line. The Lecher line is the name given to 

. this piece of equipment, whose high-frequency equivalent is the slotted line, as shown 
in Figure 7-21. . 

The slotted line is a piece of coaxial line with a long narrow longitudinal slot in 
the outer conductor. A flat plate is mounted on the outer conductor, with a correspond
ing slot in it to carry the detector probe carriage. It has a rule on the side, with a vernier 
for microwave frequencies to indicate the exact position of the probe. The probe 
extends into ttie slot, coming quite close to the inner conductor of the line, but not 
touching it, as shown in Figure 7-2lb. In this fashion, loose coupling between line and 
probe is obtained which}s adequate for measurements, but smaii enough so as not to 
interfere unduly. The sioited line must have the same characteristic impedance as the 
main line lo which it is connected in series. It must also have a length somewhat in 
excess of a half-wavelength at the lowest frequency of operation. 

The slotted line simply permits convenient and accurate measurement of Jhe 
position' and size of the first voltage maximum from the load, and any subsequent ones 
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FIGURE 7w21 (a) Commercial microwave slotted line (Courtesy of the Alford Manufacturing 
Company); (b) fross section of a slotted line. 

as may be desired, without interfering significantly with the quantities being measured. 
The knowledge of these quantities permits calculation of 

1. Load impedance 
2. Standing-wave ratio 
3. Frequency of the generator being used 

The practical measurement and calculations methods are normally indicated in 
the instructions that come with a particular slotted line. Measurement methods for 
these parameters that do not involve the slotted line also exist. 

MULTIPLE-CHOICE 
QUESTIONS. 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. ' 

1. Indicate the false statement. The SWR on a 
transmission lihe is infinity; the line is ter-
minated in · -
a. a short circuit 
b. a complex' impedance 

c. an open circuit 
d. a pure reaotance 

2. A (75-j50)-ff load is connected to a coaxial 
transmiss.ion line of Z0 = 75 0, at 10 GHz. 



The best method of matching consists in 
connecting 
a. a short-circuited stub at the load 
b. an inductance at the load 
c. a capacitance at some specific distance 

from the load 
d. a short-circuited stub at some specific 

distance from the load 
3. The velocity factor of a tran~mission line 

a. depends on the dielectric constant of the 
material used 

b. increases the velocity along the trans
mission line 

c. is governed by the skin effect 
d. is higher for a solid dielectric than for air 

4. Impedance inversion may be obtained with 
a. a short-circuited stub 
b. an open-circuited stub 
c. a quarter-wave line 
d. a half-wave line 

5. Short-circuited stubs are preferred to open
circuited stubs because the latter are 
a. more difficult to make and connect 
b. made of a transmission line with a dif

ferent characteristic impedance 
c. liable to radiate 
d. incapable of giving a full range of reac

tances 
6. For transmission-line load matching over a 

range of frequencies, it is best to use a 
a. balun 
b. broadband directional coupler 
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c. double stub 
d. single stub of adjustable position 

7. The main disadvantage of the two-hole di
rectional coupler is 
a. low directional coupling 
b. poor directivity 
c. high SWR 
d. narrow bandwidth 

8. To couple a coaxial line to a parallel-wire 
line, it is best to use a· 
a. slotted line 
b. balun 
c. directional coupler 
d. quarter-wave transformer 

9. Indicate the three types of transmission line 
energy losses. 
a. I2R, RL, and temperature 
b. Radiation, / 2R, and dielectric heating 
c. Dielectric separation, insulation break

down, and radiation 
d. Conductor heating, dielectric heating, 

and radiation resistance. 
10. Indicate the true statement below. The di

rectional coupler is 
a. a device·used to connect a transmitter to 

a directional antenna 
b. a coupling device for matching imped

ance 
c. a device used to measure transmission 

line power 
d. an SWR measuring instrument 

REVIEW PROBLEMS 
1. A lossless transmission line has a shunt capacitance of 100 pF/m and a series induct
ance of 4 MHim. What is its characteristic impedance? 

2. A coaxial line with an outer diameter of 6 mm has a 50-!l characteristic impedance. If 
the dielectric.constant of the insulation is 1.60, calculate the inner diameter. 

3. A transmission line with a characteristic impedance of 300 I} is terminated in a purely 
resistiv,e load. !tis found by measurement that the minimum value of voltage upon it is 
5 MV, and the maximum 7:5 MV, What is the value of the load resistance? 

4. A quarter-wave transformer is connected directly to a 50-0 load, to match this load to 
a transmission line whose Z0 = 75 n .. What must be the characteristic impedance of the 
matching transformer? 
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5, Using a Smith chart, find the SWR on a 150-0 line, when this line is terminated in a 
(225 ·~ j75)-0 impedance. Find the nearest point to the load at which a quarter-wave 
transformer may be connected to match this load to the line, and calculate the Zo of the 
line from which the transformer must be made. 

6. · Calculate the length of a piece of 50-0 open-circuited line if its input admittance is to 
be j80 X 10-3 S. 

7. (a) Calculate the SWR on a 50-0 line, when it is terminated in a (50 + j50)-0 
impedance. Using a Smith chart, determine the actual load admittance. 

(b) It is desired to match this load to the line, in either of two ways, so as to reduce the 
SWR on it to unity. Calculate the point, nearest to the load, at which one may 
place a quarter-wave transformer (calculate also the Zo of the transformer line). 

8. Using a Smith chart, calculate the position and length of a stub designed to match a 
100 0 load to a 50-0 line, the stub being short-circuited. If this matching is correct at 63 
MHz, what will be the SWR on the main line at 70 MHz? Note that the load is a pure 
resistance. 
9. With the aid of a Smith_ chart, calculate the position and length of a short-circuited stub 
matching a (180 + j120)-0 load to a 300-0 transmission line. Assuming that the load 
impedance remains constant, find the SWR on the main line when the frequency is (a) 
increas,ed by 10 percent; (b) doubled. · ' · 

REVIEW QUESTIONS 
1. What different types of transmission lines are there? In what ways do their applications 
differ? What is it that limits the maximum power they can handle? 

2. Draw the general equivalent circuit of a transmission line and the simplified circuit for 
a radio-frequency line. What permits this simplification? 

3. Define the characteristic impedance of a transmission line. When is the input imped
ance of a transmission line equal to its characteristic impedance? 

4. Discuss the types of losses that may occur with RF transmission lines. In what units are 
these losses normally given? 

5. With a sketch, explain the difference between standing waves and traveling waves. 
Explain how standing waves occur in an imperfectly matched transmission line. · 

6. Define and explain the meaning of the term standing-wave ratio. What is the formula 
for it if the load is purely ~esistive? Why is a high value of SWR often undesirable? 

7. · Explain fully, with such sketches as are applicable, the concept of impedance inver-
sioI1· ·by a quarter-wav.e line. · 

8. For what purposes can short lengths of open- or short-circuited transmission line be 
used? What is a stub? Why are short-circuited stubs preferred to open-circuited ones? 

9. _When matching a load to a line by means ,of a stub and a quarter-wave transformer 
(both situated at the load), a certain procedure is followed. What is this procedure? Why 
are admittances used in connection with stub matching? What does a stub actually do? 

10. What is a Smith· chart? What are its applications? 
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11. Why must impedances (or admittances) be normalized before being plotted on a 
standard Smith chart? 

12. Describe the double-stub matcher, the procedure used for matching with it, and the 
applications of the device. 

13. What is a directional coupler? For what purposes might it be used? 

14. Define the terms directivity and directional coupling .as used with directional cou
plers, and explain their significance. 

15. What is a balun? What is a typical application of such a device? 
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Radiation and 
Propagation of Waves 

The very first block diagrapt in Chapter 1 
showed a "channel" between the transmitter 
and receiver of a communications system, 
and -suggested that signals ( after they have 
been generated and processed by the trans
mitter) are conveyed through this medium to 
the receiver. In radio communications, the 
channel is simply the physical space between 
the transmitting and receiving antennas, and 
the behavior- of signals in that medium forms 
the body of this chapter. 

The objective of this chapter is to pro
mote the understanding of this behavior. The 
chapter is divided into two distinct parts. The 
first is electromagnetic radiation; it deals 
with the nature and propagation of radio 
waves, as well as the attenuation and absorp
tion they may undergo along the way. Under 
the subheading of "effects of the environ
ment," reflection and refraction of waves are 

considered, and finally interference and dif
fraction are explained. 

The second part of the chapter will 
cover the practical aspects of the propagation 
of waves. It is quickly seen that the frequency 
used plays a significant part in the method of 
propagation, as do the existence and proxim
ity of the earth. The three main methods of 
propagation-around the curvature of the 
earth, by reflection from the ionized portions 
of the atmosphere, or in straight lines ( de
pending mainly on frequency)-are also dis
cussed. Certain aspects of microwave propa
gation are treated as well, notably so-called 
superrefraction, tropospheric scatter and the 
effects of the ionosphere on waves trying to 
travel through it. Finally, the chapter intro
duces extraterrestrial communications, the 

_ applications of which are then included in 
Section 8-2.5. 

OBJECTIVES 
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Upon completing the material in ChaJ?ter 8, the student will be able to: 

Under1tand the theory of electromagnetic energy radiation principles. 

Calculate power density, characteristic impedance of free space, and field strength. 

Identify the environmental effect on wave propagation. 

Explain how ionization effects radio wave transmissfon. 

Define the various propagation layers. 

Explain the terms maximum usable frequency, critical frequency, and skip distance. 
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8~} ELECTROMAGNETIC RADIATION 

When electric power is applied to a circuit, a system of voltages and currents is set up 
in it, with certain relations governed by the properties of the circuit itself. Thus, for 
instance, the voltage may be high (compared to the current) if the impedance of the 
circuit is high, or perhaps the voltage and current are 90° out of phase because the 
circuit is purely reactive. In a similar manner, any power escaping into free space is 
governed by the characteristics of free space. If such power "escapes on purpose," it 
is said to have been radiated, and it then propagates in space in the shape of what is 
known as an electromagnetic wave. 

Free space is space that does not interfere with the normal radiation and propa
gation of radio waves. Thus, it has no magnetic or gravitational fields, no solid bodies 
and no ionized particles. Apart from the fact thatfree space is unlikely to exist any
where, it certainly does not exist near the earth. However, the concept of free space is 
used because it simplifies the approach to wave propagation, since it is possible to 
calculate the conditions if the space were free, and then to predict the effect of its actual 
properties. Also, propagating conditions sometimes do approximate those of free 
space, particularly at frequencies in the upper UHF region. 

Since radiation and propagation of radio waves cannot be seen, all our descrip
tions must be based on theory which is acceptable only to the extent that it has measur
able and predictive value. The theory of electromagnetic radiation was propounded by 
the British physicist James Clerk Maxwell' in 1857 and finalized in 1873. It is the 
fundamental mathematical explanation of the behavior of electromagnetic waves. The 
mathematics of Maxwell's equations is too advanced to be used here. The emphasis 
will j,e on description and explanation of behavior, with occasional references to the 
mathematical background. 

8-1.1 Fundamentals of Electromagnetic Waves 
Electromagnetic waves are energy propagated through free space at the velocity of 
light, which is approximately 300 meters per microsecond. Visualize-yourself-standing 
on a bridge overlooking a calm body of water. If you were to drop an object (which did 
not float) into the pond, you would see this energy process in action, 

As the object traveled downward, there would be a path of bubbles generated in 
the same direction (vertical) as the object, but there would also be a circular wave 
pattern radiating from the point of impact and spreading horizontally across the body of 
water. These two energy reactions approximate (at a very simplistic level) the electro
magnetic and electrostatic radiation pattern in free space. 

The energy created by the displacement of the liquid is converted into both a 
vertical and a horizontal component. The energy level of these components varies 
inve·rsely to the distance; i.e., the horizontal wavefront covers a larger area (consider
ing no losses due to friction obstacles, etc.) and spreads the total energy generated over 
this expanding wavefront, reducing the energy in any given section dramatically as the 
y,avefront expands and moves away from the point of contact. 

I 
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H, 

FIGURE 8-1 Transverse electromagnetic wave in free space. 

This action can be related to the term power density. If power density is defined 
as radiated power per unit area, it follows that power densiti is reduced to one-quarter 
of its value when distance from the source is doubled. 

Also, the direction of the electric field, ihe magnetic field and propagation are 
mutually perpendicular in electromagnetic waves, as Figure 8-1 shows. This is a 
theoretical assumption which cannot be "checked," since the waves are invisible. It
may be used to predict the behavior of electromagnetic waves in all circumstances, 
such as reflection, -refraction and diffraction, to be discussed later in the chapter. 

Waves in free space Since no interference or obstacles are present in free space, 
electromagnetic waves will spread uniformly in all directions from a point source. The 
wavefront is thus spherical, as shown in cross section in Figure 8-2. To simplify the 
description even further, "rays" are imagined which radiate from the point source in 
all directions. They are everywhere perpendicular to a tangential plane of the wave
front, just like the spokes of a wheel. 

At the distance corresponding to the length of ray P, the wave has a certain 
phase. It may have left the source at iu, instant when its voltage and current were 
maximum in the circuit feeding the source, i.e., at an instant of maximum electric and 

· magnetic field vectors. If the distance traveled corresponds to exactly 100,000.25 
wavelengths, the instantaneous electric and magnetic intensities are at that moment 
zero ar all such points. This is virtually the definition of a wavefront; it is the plane 

Wivefront Q 

FIGURE 8-2 Spheri~l wavefronts. 
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joining all points of identical phase. Here, of course, it is spherical. If the length of ray 
Q is exactly twice that of ray P, then the area of the new sphere will be exactly four 
times the area of the sphere with radius P. It is seen that the total power output of the 
source has spread itself over four times the area when its distance from the source has 
doubled. If power density is defined as radiated power per unit area, it follows that 
power density is reduced to one-quarter of its value when distance from the source has 
doubled. 

It is seen that power density is inversely proportional to the square of the 
distance from the source .. This is the inverse-square law, which applies universally to 
all forms of radiation in free space. Stating this mathematically, we have 

'!/' = _!,_ 
4,rr2 

where '!/' = power density at a distance r from an isotrophic source 
P, = transmitted power 

(8-1) 

An isotropic source is one that radiates uniformly in all directions in space. 
Although no practical source has this property, the concept of the isotropic radiator is 
very useful and frequently employed. As a matter of interest, it may be shown quite 
simply that .the inverse-square law applies also when the source is not isotropic, ,µid 
students are invited to demonstrate this for themselves. However, for wavefronts to\be 
spherical, the velocity of radiation must be constant at all points (as it is in free space). 
A propagation medium in which this. is true is also called isotropic. 

The electric and magnetic field intensities of electromagnetic waves are also 
important. The two quantities are the direct counterparts of voltage and current in 
circuits; they are measured in volts per meter and amperes per meter, respectively. Just 
as for electrical circuits we have V = Zl, so for electromagnetic waves 

where 'il: = rms value of field strength, or intensity, V /m 

· 'ilt = rms value of magnetic field strength, or intensity, Alm 

'!I. = characteristic impedance 'of the medium, l1 

The characteristic impedance of a mediu!fl is given by 

where µ = permeability of medium 

e = electric permittivity of medium 

For free space, 

µ = 4,r X 10-7 = 1.257 X 10-6 Him 

e = l/36,r X 109 = 8.854 X 10- 12 F/m 

(8-2) 

(8-3) 

It will be recalled that permeability is the equivalent of inductance and permit
tivity is the equivalent of capacitance in ekctric circuits; indeed. the units used above 
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Polarization 

are a reminder of this. It is now possible to calculate a value for the characteristic 
impedance of free space. We have, from Equation (8-3) 

~ 
41r X J0-7 

?£ - - Yl44,r2 x 100 
- E· - [/36,r X 109 

= 120,r = 377il (8-4) 

This makes it possible to calculate the field intensity (field strength) at a dis
tance r from an isotropic source. Just as P = V2/Z in electrical circuits, so '!]' = 'f!,2P.1, 
for electromagnetic waves. We may now invert this relation and substitute for'!]' from 
Equation (8-1) and for?£ from Equation (8-4), obtaining 

'fl,='!]' X ?£ 

P, =--x 
41rr2 

Therefore 

'fl,= 'V30P, . 
r 

30P, 
120,r = -·-2-

r 

(8-5) 

It is seen from Equation (8-5) that field intensity is inversely proportional to the 
distance from the source, since it is proportional to the square root of power density. · 

The wavefront must be considered once again. It is spherical in an isotropic 
medium, but any small area of it at a large distance from the source may be considered 
to be a plane wavefront. This. can be explained by looking at an everyday example. We 
know that the earth is· spherical as a very close approximation, but we speak of a 
football field as flat. It represents a finite area of the earth's surface lfot is at a consider
able distance from its center. The concept of plane waves is very useful because it 
greatly simplifies the treatment of the optical properties of electromagnetic waves, 
such as reflection and refraction. 

Radiation and reception Antennas 'radiate electromagnetic waves. Radiation will 
result from electron flow in a suitable conductor. This is predicted mathematically by 
the Maxwell equations, which show that current flowing in a wire is accompanied by a 
magnetic field around it. If the magnetic field is changing, as it does with alternating 
current, an electric field will be present also. As will be described in the next chapter, 
part of the electric and magnetic field is capable of leaving the current-carrying wire. 
How much of it leaves the conductor depends on the relation of its length to the 
wavelength of the current. 

It was illustrated in Figure 8-1 that electromagnetic waves are transverse, and the 
electric and magnetic fields are at right angles. Since the magnetic field surrounds the 
wire and is perpendicular to it, it follows that the electric field is parallel to the wire. 

Polarization refers to the physical orientation of the radiated waves in space. 
Waves. are said to be polarized (actually linearly polarized) if they all have the same 
alignment in space. It is a characteristic of most antennas that the radiatjon they emit is 
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linearly polarized. A vertical antenna will radiate waves whose electric vectors will all 
be vertical and will remain so in free space. Light emitted by incoherent sources, such 
as the sun, has a haphazard arrangement of field vectors and is said to be randomly 
polarized. 

The wave of Figure 8-1 is, of course, linearly polarized and is also said to be 
· vertically polarized, since all the electric intensity vectors are vertical. The decision to 
label polarization direction after the electric intensity is not as arbitrary as it seems; this 
makes the direction of polarization the same as the direction of the antenna. Thus, 
vertical antennas radiate vertically polarized waves, and similarly horizontal antennas 
produce waves whose polarization is horizontal. There has been a tendency, over the 
years, to transfer the label to the antenna itself. Thus people often refer to antennas as 
vertically or horizontally polarized, whereas it is only their radiations that are so polar
ized. 

It is. also possible for antenna radiations to be circularly or even elliptically 
polarized, so that the polarization of the wave rotates continuously in corkscrew fash
ion. This will be discussed further in Section 9-8 in connection with helical antennas. 

Just as a wire carrying HF current is surrounded by electric and magnetic fields, so a 
wire placed in a moving electromagnetic field will have a current induced in it (basic 
transformer theory). This is another way of saying that this wire receives some of the 
radiation and is therefore a receiving antenna. Since the process of reception is exactly 
the. reverse of the process of transmission, transmitting and receiving antennas are 
basically interchangeable. Apart from power-handling considerations, the two types of 
antennas are virtually identical. In fact, a so-called principle of reciprocity exists. This 
principle states that the characteristics of antennas, such as impedance and radiation 
pattern, are id.entical regardless of use for reception or transmission, and this relation 
may be proved mathematically. It is of particular value for antennas employed for both 
functions. 

Attenuation and absorption The inverse-square law shows that power density di
minishes fairly rapidly with distance from the source of electromagnetic waves. An
other way of looking at this is to say that electromagnetic waves are attenuated as they 
travel outward from their source, and this attenuation is proportional to the square of 
the distance traveled. Attenuation is normally measured in decibels and happens to be 
the same numerically for both field intensity and power density. This may be showri as 
follows. 

Let 'if> 1 and \(; 1 be the power density and field intensity, respectively, at a 
distance r1 from the source of electromagnetic waves. Let similar conditions apply to 
'if>2 , '<S2 , and r2 , with r2 being the greater of the two distances. The attenuation of power 
density at the further point (compared with the nearer) will be, in decibels, 

'if>1 P,l4Trrr . (r2 )
2 

ap = IO log -;;;;- = 10 log 
2 

= 10 log -
· if2 Prf4nr2 r1 

r2 = 20 log -
r, 

(8-6) 
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Similarly, for field intensity attenuation, we have 

- 20 I V30P,/r, - 20 I ' 2 
aE- og - og-

V30P,/r2 r1 
(8-6') 

The two formulas are seen to be identical and, in fact, are used in exactly the 
same way. Thus, at a distance 2r from the source of waves, both field intensity and 
power density are 6 dB down from their respective values at a distance r from the 
source. 

In free space, of course, absorption of radio waves does not occur becausr. there 
is nothing there to absorb them. However, the picture is different in the atmosphere. 
This tends to absorb some radio .waves, because some of the energy from the electro
magnetic waves is transferred to the atoms and molecules of the atmosphere. This 
transfer causes the atoms and molecules to vibrate somewhat, and while the atmo
sphere is warmed only infinitesimally, the energy of the waves may be absorbed quite 
significantly. · 

Fortunately, the atmospheric absorption of electromagnetic waves of frequen
cies below about 10 GHz is quite insignificant. As shown in Figure 8-3, absorption by 
both the oxygen and the water vapor content of the atmosphere becomes significant at 
that frequency and then rises gradually. Because of various molecular resonances, 
however, certain peaks and troughs of attenuation exist. As Figure 8-3 shows, frequen
cies such as 60 and 120 GHz are not recommended for long-distance propagation in the 
aimosphere. It is similarly best not to use 23 or 180 GHz either, except in very dry air. 
So-called windows exist at which absorption is greatly reduced; frequencies such as 33 
and 110 GHz fall into this category. 
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FIGURE 8-3 Atmospheric absorption of electromagnetic waves. 
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Figure 8-3 shows atmospheric absorption split into its two major components, 
with absorption due to the water vapor content of the atmosphere taken for a standard 
value of humidity. If humidity is increased or if there is fog, rain or snow, then this 
form of absorption is increased tremendously, and reflection from rainwater drops may 
even take place. For example, a radar system operating at 10 GHz may have a range of 
75 km in dry air, 68 )an in light drizzle, 55 km in light rain, 22 km in moderate rain 
and 8 km in heavy rain, showing effectively how precipitation causes severe absorp
tion at microwave frequencies. It must be repeated that such absorption is insignificant 
at lower frequencies, except over very long radio paths. 

8.1-2 Effects of the Environment 
When propagation near the earth is examined, several factors which did not exist in 
free space must be considered. Thus waves will be reflected by the ground, mountains 
and buildings. They will be refracted as they pass through layers of the atmosphere 
which have differing densities or differing degrees of ionization. Also, electromagnetic 
waves may be diffracted around tall, massive objects. They may even interfere with 
each other, when two waves from the same source meet after having traveled by 
different paths. Waves may also be absorbed by different media, but it was more 
convenient to consider this topic in the preceding section. 

Reflection of waves There is much similarity between the reflection of light by a 
mirror and the reflection of electromagnetic waves by a conducting medium. In both 
instances the angle of reflection is equal to the angle of incidence, as illustrated in 
Figure 8-4. Again, as with the reflection of light, the incident ray, the reflected ray and 
the normal at the point of incidence are in the one plane. The concept of images is used 
to advantage in both situations. 

The proof of the equality of the angles of reflection and incidence follows the 
corresponding proof of what is known as the second law of reflection for light. Both 
proofs are based on the fact that theincident and reflected waves travel with the same 

Normal 

Incident Reflected 
(wavefront wavefront\ 

Reflecting 
surface 

FIGURE 8-4 Reflection of waves; image formation. 
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velocity. There is yet another similarity here to the reflection of light by a mirror. 
Anyone who has been to a barber shop, in which there is a mirror behind as well as one 
in front, will have noticed not only that a huge number of images are present, but also 
that their brightness is progressively reduced. As expected, this is due to some absorp
tion at each reflection; this also happens with radio waves. The reflection coefficient p 
is defined as the ratio of the electric intensity of the reflected wave to that of the 
incident wave. It is unity for a perfect conductor or reflector, and less than that for 
practical conducting surfaces. The difference is a result of the absorption of energy 
(and also its transmission) from the wave by the imperfect conductor. Transmission is 
a result of currents set up in the imperfect conductor, which in tum permit propagation 
within it, accompanied by refraction. 

A number of other points connected with reflection must now be noted. First, it 
is important that the electric vector be perpendicular to the conducting surface; other
wise surface currents will be set up, and no reflection will result (this is discussed 
further in Section 10-1.2, in connection with waveguides). Second, if the conducting 
surface is curved, reflection will once again follow the appropriate optical laws (see 
also Section 9-7, which deals with parabolic and hyperbolic reflecting surfaces). Fi
nally, if the reflecting surface is rough, reflection will be much the same as from a 
smooth surface, provided that the angle of incidence is in excess of the so-called 
Rayleigh criterion. 

Refraction As with light, refraction takes place when electromagnetic waves pass 
from one propagating medium to a medium having a different density. This situation 

-Causes the wavefront to acquire a new direction in the ·second medium and is brought 
about by a change in wave velocity. The simplest case of refraction, concerning two 
media with a plane, sharply defined boundary between them, is shown in Figure 8-5. 

Normal 

Incident wavefront 

Medium A 
(rarer) 

FIGURE 8-5 Refraction at a plane, sharply defined boundary. 
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Consider the situation in Figure 8-5, in which a wave passes from medium A to 
the denser medium B, and the incident rays strike the boundary at some angle other 
than 90°. Wavefront P-Q is shown at the instant when it is about to penetrate the· 
denser medium, and wavefront P' -Q' is shown just as the wave has finished entering 
the second medium. Meanwhile, ray b has traveled entirely in the rarer medium, and 
has covered the distance Q-Q', proportional to its velocity in this medium. In the same 
time ray a, which traveled entirely in the denser medium, has covered the distance 
P-P'. This is shorter than Q-Q' because of the lower wave velocity in the denser 
medium. The in-between rays have traveled partly in each medium and covered .total 
distances as shown; the wavefront has been rotated. 

The relationship between the angle of incidence () and the angle of refraction ()' 
may be calculated with the aid of.§._imple trigonometry and geometry. Consideri!\g the 
two right-angled triangles PQQ' and PP'Q, we have 

/\. A . 
QPQ' = () and PQ' P' = ()' (8-7) 

Therefore 

sin ()' PP'!PQ' - ·PP' VB 
--=. 
sin o QQ 'I PQ.' 

where VA= wave-.velocity.:.in-medium A 

Vs = wave velocity \in qiedium B 
I 

(8-8) 

It will be recalled, from Equation (7-7) and the accompanying work, that the 
wave velocity in a dielectric medium is inversely proportiona!,to the square root of the 
dielectric constant of the medium. Substituting this into Equation (8-8) gives 

sin ()' = [k = _!_ 
sin () \/ 71 i-' 

where k = dielectric constant of medium A 

k' = dielectric constant of medium B 

µ., = refractive index 

~8-9) 

Note, once again, that the dielectric constant is ·exactly 1 for a vacuum and very 
nearly I for air. Note also that Equation (9-1) is an expression of the impo_rtant law of 
optics; Snell's law. 

When the boundary between the two media is curved, refraction still takes 
place, again following the optical laws (see also the discussion of dielectric lenses in 
Section 9-7). If the change in density is gradual, the situation is more complex, but 
refraction still takes place. Just as Figure 8-5 showed that electromagnetic waves 
traveling from~ rarer to a denser medium are refracted toward the normal, so we: see 
that waves traveling the other way are bent away from the normal. However, if there is 
a linear change in density (rather than an abrupt change), the rays will be curved away 
frorri the normal rat.her than bent, as shown irt Figure 8-6. 

" 
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FIGUR.E 8-6 Refraction in a medium having linearly decreasing density (the Earth is 
shown flat for simplicity), 

The situation arises in the atmosphere just above the earth, where atmospheric 
density changes (very slightly, but linearly) with height. As a result of the slight 
refraction that talces place here, waves are bent down somewhat instead of traveling 
strictly in straight lines. The radio horizon is thus increased, but the effect is noticeable 
only for horizontal rays. Basically, what happens is that ·the top of the wavefront 
travels in rarer atmosphere than the bottom of the wavefront and therefore travels 
faster, so that it is bent downward. A somewhat similar situation arises when waves 
encounter the ionosphere. -

Interference of electromagnetic waves Continuing with the optical properties of 
electromagnetic waves, we next consider interference .. Interference occurs when tWo 
waves that left one source and traveled by different paths arrive at a point. This 
happens very often in high-frequency sky-wave propagation (see Section 8-2.2) and in 
microwave space-wave propagation (see Section 8-2.3). The latter case will be dis
cussed here. It occurs wh~n a microwave antenna is located near the ground, and 
waves reach the receiving point not only directly but also after being reflected from the 
ground. This is shown in Figure 8-7. 
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FIGURE 8~7 Interference of direct and ground~refiected rays. 
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Ground surface 

FIGURE 8-8 · Radiation pattern with interference. 

It is obvious that the direct path is shorter than the path with reflection. For 
some combination of frequency and height of antenna. above the round, the difference 
between paths 1 and l' is bound to be exactly a half-wavelenfh. There will thus be 
complete cancellation at the receiving point P if the ground is a perfect reflector and 
partial cancellation for an imperfect ground. Another receiving Jl<iint, Q, may be lo
cated so that the path difference between 2 and 2' is exactly one wavelength. In this 
case reinforcerµent of the received waves will take place at this point and will be partial 
or total, depending on the ground reflectivity. A succession of such points above one 
another may be found, giving an intetference pattern consisting of alternate cancella
tions and reinforcements. A pattern of this form is show_n in Figure 8-8. 

The curve of Figure 8-8 joins points of equal electric intensity. The pattern is 
due to the presence of an antenna at a height above the ground of about a wavelength, 
with reflections from the ground (assumed to be plane and perfectly conducting) caus
ing interference. A pattern such as the one shown may be calculated or plotted from 
actual field-strength measurements. The "flower petals" of the pattern are called 
lobes. They correspond io reinforcement points such as Q of Figure 8-7, whereas the 
nulls between the lobes correspond to cancellations such as P of Figure 8-7. 

At frequencies right up to the VHF range, this interference will not be signifi
cant because of the relatively large wavelengths of such signals. In the UHF range and 
above, however, interference plays an increasing part in the behavior of propagating 
waves and must definitely be taken into account. It is certainly of great significance in 
radar and other microwave systems. For instance, if a target is located in the direction 
of one of the null zones, no· increase in the transmitted radar power will make this 
target detectable. Again, the angle that the first lobe makes with the ground is of great 
significance in Jong-range radar. Here the transmitting antenna is horizontal and the 
maximum range may be. limited not by the transmitted power and receiver sensitivity, 
but simply because the wanted direction corresponds to the first null zone. It must be 
mentioned that a solution to this problem consists of increasing the elevation of the 
antenna and pointing it downward. 

Diffraction ofradio waves Diffraction is yet another property shared with optics and 
concerns itself with the.behavior of electromagnetic waves, as affected by the presence 
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FIGURE 8-9 Diffraction. (a) Of spherical wavefront; (b) of a plane wavefront; (c) through 
small slot. 

of small slits in a conducting plane or sharp edges of obstacles . .It was first discovered 
in the seventeenth century and put on a firm footing with the discovery of Huygens' 

. principle fairly soon afterward. (Francesco Grimaldi discovered that no matter how 
small a slit was made in an opaque plane, light on the side opposite the source would 
spread out in all directions. No matter how small a light source was constructed, a 
sharp shadow could not be obtained at the edge of a sharp opaque obstacle. The Dutch 
astronomer Christian Huygens, the founder of the wave theory of light, gave an expla
nation for these phenomena that was published in 1690 and is still accepted and used.) 
Huygens' principle states that every point on a given (spherical) wavefront may be 
regarded as a source of waves. from which further· waves are radiated outward, in a .. 
manner as illustrated in Figure. 8-9d. The total field at successive points away from the 
source is then equal to the vector sum of these secondary wavelets. For normal propa
gatiol\, there is no need to take Huygens' principle into account, but it must be used 
when diffraction is to be accounted for. Huygens' principle can al.so be derived.from 
Maxwell's equations. · ' ·, 

If a plane wave is considered, as in Figure 8-9b, the question that arises imme
diately is \v_hy, the wavefront continues as a plane,'instead of spreading out in all 

1 _directions. The answer is that an infinite plane wave has been considered, and mathe-
' . 
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matics shows that cancellation of the secondary wavelets will occur in all directions 
other than the original direction of the wavefront; thus the wavefront does continue as 
a plane. When a finite plane is considered, the Cijncellation in spurious directions is no 
longer complete, so that some divergence or scattering will take place. For this to be 
noticeable, however, the wavefront must be small, such as that obtained with the aid of 
the slot in a conducting plane, as in Figure 8-9c. His seen that instead of being 
"squeezed through" as a single ray, the wave spreads out past the slot, which now acts 
'as Huygens' point source on a wavefront and radiates in all directions. The radiation is 
maximum (but not a sharp maximum if the slot is small) in front of the slot and 
diminishes gradually away from it. 

Figure 8-10 shows what happens when a plane wave meets the edge _of an 
obstacle. Although a sharp shadow might have been expected, diffraction takes place 
once again for precisely the same reasons as before. If two nearby points on the 
wav,efront, P and Q, are again considered as sources of wavelets, it is seen that radia
tion 'at angles away from the main direction of.propagation is obtained. Thus the 
shadow zone receives some radiation_. If the obstacle edge had not been there, this side 
radiation would have been canceled by other point sources on the wavefront. 

Radiation once again dies down away from the edge, but not. so gradually as 
with a single slot because some interference takes place; tlus is th,:reason why two 
point sources on ·the wavefront were shown. Given a certain· wavelength and point 
separation, it may well be that rays a and a', coming from P and Q, respectively, have 
a path difference of a half-wavelength, so that their radiations cancel. Similarly, the 
path difference. between rays b and b' may be a whole wavelength, in which ·case 
reinforcement takes place in that direction. When all the other point sources on the 
wavefront ar6.taken-into account, the process be'comes less sharp. However, .the over
ali result is . still a succession of interference fringes ( each fringe less bright than the 
previous) as one moves away from the edge of the ·obstacle. 

This type of diffraction is of importance in two practical situations. First, sig
nals propagated by means of the space waye may be received behind tall buildings, 
mountains and other similar obstacles as a result of diffraction. Second, in the design 
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FIGURE 8-10 Diffraction around the edge of an obstacle. 
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of microwave antennas, diffraction plays a major part in preventing the narrow pencil 
of radiation which is often desired, by generating unwanted side lobes; this is discussed 
in Section 9-7. I. 

PROPAGATION OF WAVES 

In an earth environment, electromagnetic· waves propagate in ways that depend not 
only on their own properties but '1so on those of the environment itself; some of this 
was seen in the preceding section. Since the various methods of propagation depend 
largely on frequency, the complete electr~magnetic spectrum is now shown. for refer
ence in Figure 8-11-'note, that the frequency scale is logarithmic. 

Waves travel in straight lines, except where the earth and its atmosphere alter 
•their path. Except in unusual circumstances, frequencies above the HF generally travel 
in straight lines ( except for refraction due to changing atmospheric density, as dis
·cussed in "the previous section). They propagate by means of so-called space waves. 
These are sometimes called tropospheric waves, since they travel in the troposphere, 
the portion of the atmosphere closest to the ground: Frequencies below the HF range 
travel around the curvature of the earth, sometimes right around the globe. The means 
are probably a combination of diffraction and a type of waveguide effect which uses the 
earth's surface and the lowest ionized layer of the atmosphere as the two waveguide· 
walls (see Section 10-1.3). These ground waves, or surface waves as they are called, 
are one of the two ·original means of beyond-the-horizon propagation. All broadcast 
radio signals received in daytime propagate by means of surface waves. 

Waves in the HF range, ano sometimes frequencies just above or below it, are· 
reflected by the ionized layers of the atmosphere (to be described) and are called sky 
waves. Such_ signals are beamed into_ the sky and come down again after reflection, 

·o ~ 0 ~ -0 ~ ~ ~ .. ~ u ~ 

E " " -15, " >- E> ·e >-
C: 'ij > ~ ] 1! 
5! -~ ~ 

.. .. E 1! .. ::; * 
~ 

~ > 0 0: - .. ... C: 1! u ~ .c Cl 

l ~ "' ::::, 

N 
N N N 

I I I I 

-" :;; Cl I- Frequency 
0 N ~ ;! "' "' ~ "' "' 0 ;; (Hz) - N M .. "' "' ~ '& "' 0 0 - - 0 0 0 N 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0, 

-:- - -:- - ..... .... \I..-~ - - -. . . . . . 
' ' wavelength 

E E E E E E E 
:;; -" u E :I. C: - -"- "- "- "- "-

...J "- "- "- I I I I ~Band names 
> ...J :;; I > ::::, "' UJ 
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returning to earth well beyond the horizon. To reach receivers on the opposite side of 
the earth, these waves must be reflected by the ground and the ionosphere several 
times. It should be mentioned that· neither surface waves nor sky waves are possible in 
space or on airless bodies such as the moon. 

Two more recently developed means of beyond-the-horizon propagation are 
tropospheri~ scatter and stationary satellite communications. Each of these five meth
ods of propagation will now be described in tum. 

8-2.1 Ground (Surface) Waves 
Ground waves progress along the surface of the earth and, as previously mentioned, 
must be vertically polarized to prevent short circuiting the electric component. A wave 
induces currents in the ground over which it passes and thus loses some energy by 
absorption. This is made ~p by energy diffracted downward from the upper portions of 
the wavefront. 

There is another way in which the surface wave is attenuated: because of dif
fraction, the wavefront gradually tilts over, as shown in Figure 8-12. As the wave 
propagates over the earth, it tilts over more and more, and the increasing tilt causes 
greater short circuiting of the electric field component of the wave and hence field 
strength reduction. Eventually, at some distance (in wavelengths) from the antenna, as 
partl/deterrnined by the type of surface over which th'e'ground wave propagates, the 
wave "lies down and dies." It is important to realize this, since it shows that the 
maximum range of such a transmitter depends on its frequency as well as its power. 
Thus, in the VLF band, insufficient range of transmission can be cured by increasing 
the transmitting power. This remedy will not work near the top of the MF range, since 
propagation is now definitely limited by tilt. 

Field strength at a distance Radiation from an antenna by means of the ground wave 
gives rise to a field strength at a distance, which may be calculated by use of Maxwell's 
equations. This field strength, in volts per meter, is given in Equation (8-10), which 
differs from Equation (8-5) by taking into account the gain of the transmitting antenna. 
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FIGURE 8-12 Ground-wave propagation. 
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If a receiving antenna is now placed at this poirit, the signal it will receive will 
be; in volts, 

I201rh, h, I 
V=--~~-

Ad 

where l 201r = characteristic impedance of free space 

(8-11) 

h, = effeciive height (this is not quite the same as the actual height, for 
reasons dealt with in Section 9-4) of the transmitting antenna 

h, = effective height of the receiving anteiiiia · 

I = antenna current 

d = distance from the transmitting antenna 
A = wavelength 

If the distance between the two antennas is fairly long, the reduction of field 
strength due ,to ground and atmospheric absorption reduces the value of the voltage 
received, making it less than shown by Equation (8-11). Although it is possible to 
calculate the signal strength reduction which results, altogether too many variables are 
involved to make this worthwhile. Such variables include the salinity and resistivity of 
the ground or water over which _the wave propagates and the water vapor content of the 
air. The normal procedure is to estimate signal strength with the aid of the tables and 
graphs available: 

VLF propagaiion When propagation is over a good conductor like seawater, particu
larly at frequencies below about 100 kHz, surface absorption is small, and so is attenu
ation due to the atmosphere. Thus the angle of tilt is the main. determining factor in the 
long-distance nropagation of such waves. The degree of tilt depends on ·1he distance 
from the antenna in. wavelengths, and hence the early disappearance of the surface 
wave. in HF propagation. Conversely, because of the large wavelengths of VLF sig
nals, waves in this range are able to travel fong distances before disappearing (right 
around the globe if sufficient power is transmitted). . 

At distances up to IOOO km, the' ground wave is remarkably steady, showing 
. little diurnal, seasonal or annual variation. Farther out, the effects of the E layer's 

contribution to propagation are felt. (See also the next section, bearing in mind that the 
ground and the bottom of the E layer are said to form a waveguide through which VLF 
waves propagate.) Both short- and long-term signal strength variations take place, the 
latter including the I I-year solar cycle. The strength of low-frequency signals changes 
only very gradually, so that rapid fading does not occur. Transmission at these wave
lengths proves a very reliable means of communication over long distances. 

The '!'OSI frequent users of long-distance VLF transmissions are ship communi
cations, and time and frequency transmissions. Ships use the frequencies allocated to 
them, from IO to I IO kHz, for radio navigation and maritime mobile communications. 
The time and frequency transmissions operate at frequencies as low as 16 kHz (GBR, 
Rugby, United Kingdom) and 17.8 kHz (NAA, Cutler, Maine). They provide a world
wide continuous hourly transmissiOn of stable radio frequencies, standard time inter
val,s, time announcements, standard musical pitch, standard audio frequencies and 
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radio propagation notices. Such services are also duplicated at HF, incidentally, by 
stations such as WWV (Ft. Collins, Colorado) and WWVH (Hawaii) operating at 
2.5 MHz and the first five harmonics of 5 MHz. 

Since VLF antennas are certain to be inefficient, high powers and the tallest 
possible masts are used. Thus we find powers in excess ofl MW transmitted as e. rule, 
rather than an exception. For example, the U.S. Naval Communications Station at 
North-West Cape (Western Australia) has an antenna farm consisting of 13 very tall 
masts, the tallest 387 m high; the lowest transmitting frequency is l5 kHz. 

8-2.2 Sky-Wave Propagation-The Ionosphere 
Even before Sir Edward Appleton's pioneering work in 1925, it had been suspected 
that ionization of the upper parts of the earth's atmosphere played a part in the propaga
tion of radio waves, particularly at high frequencies. Experimental work by Appleton 
showed that the atmosphere receives sufficient energy from.the sun for its molecules to 
split into positive and negative ions. They remain thus ionized for long periods of time. 
He also showed that there were several layers of ionization at differing heights, which 
(under certain conditions) reflected back to earth the high-frequency waves that would 
otherwise have escaped into space. The various layers, or strata, of the ionosphere 
have specific effects on the propagation of radio waves, and must now be studied in 
detail. 

The ionosphere and its effects The ionosphere is the upper portion of the· atmo
sphere, which absorbs large quantities of radiant energy from the sun, becoming heated 
and ionized. There are variations in the physical properties of the atmosphere, such as 
temperature, density and composition. Because of this and the different types of radia
tion received, the ionosphere tends to be stratified, rather than regular, in its distribu

. tion. The most important ionizing agents are ultraviolet and a, {3, and y radiation from 
the sun, as well as cosmic rays and meteors. The overall result, as shown in Figure 
8-13, is a range of four main layers, D, E, F 1 and F2 , in a~cending order. The last two 
combine at night to form one single layer. 

The D layer is the lowest, existing at an average height of 70 km, with an 
average thickness of IO km. The degree of its ionization depends on the altitude of the 
sun above the horizon, and thus it disappears at night. It is thr least important layer 
from the point of view of HF propagation. It reflects some VLF and LF waves and 
absorbs MF and HF waves to a certain extent. 

The E layer is next in height, existing at about 100 km, with a thickness of 
perhaps 25 km. Like the D layer, it all but disappears at night; the reason for these 
disappearances is the recombination of the ions into molecules. This is due to the 
absence of the sun (at night), when radiation is consequently no longer received. The 
main effects of the E layer are to aid MF surface-wave propagation a little and to reflect 
some HF waves in daytime. 

The E, layer is a tliin layer of very high ionization density, sometimes making 
an appearance .with the E layer. it is also called the sporadic 'E layer; when it d!)<'S 
occur, it often persists during the night also. On the whole, it does not have an impor-
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FIGURE 8-13 Ionospheric layers and their regular variations. (F. R. East, "The Properties of 

the Ionosphere Which Affect HF Transmission") , 

tant part in long-distance propagation, but it sometimes pennits unexpectedly good 
reception. Its causes are not well understood. 

The F1 layer, as shown in Figure 8-13, exists at a height of 180 km in daytime 
and combines with the F2 layer at night, its daytime thickness is about 20 km. Al
though some HF waves are reflected from it, most pass through to be reflected from the 
F2 layer. Thus the maill' effect of the F1 layer is to provide more absorption for HF 
waves. Note that the absorption effect of this and any other layer is doubled, because 
HF waves are absorbed on the way up and also on the way down. 

The F2 layer is by far the most important reflecting medium for high-frequency 
radio waves. Its approximate thickness can be up to 200 km, and its height ranges from 
250 to 400 km in daytime. At night it falls to a height of about 300 km, where it 
combines with the FI layer. Its height and ionization density vary tremendously, as 
Figure 8-13 shows. They depend on the time of day, the average ambient temperature 
and the sunspot cycle (see also the following sections dealing with the normal and 
abnormal ionospheric variations). It is most noticeable that the Flayer persists at night, 
unlike the others. This arises from a combination of reasons; the first is that since thi.s is 
the topmost layer, it is also the most highly ionized, and hence there is some chance for 
the ionization to remain at night, to some extent at least. The oth<;f main reason is that 
although ionization density is high in this layer, the actual air density is not, and thus 
most of the molecules in it are ionized. Furthermore, this low actual density gives the 
molecules a large mean free path (the statistical average distance a molecule travels 
before colliding with another molecule). This low molecular collision rate in tum 
means that, in this layer, ionization does not disappear as soon as the sun sets. Finally, 
it must be mentioned that the reasons for better HF reception at night are the combina
tion of the F1 and F2 layers into one Flayer, and the virtual disappearance of the other 
two layers, which were causing noticeable absorption during the day. 
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Reflection mechanism Electromagnetic waves returned to earth by one of the layers 
of the ionosphere appear to have been reflected. In actual fact the mechanism involved 
is refraction, and the situation is identical to that described in Figure 8-6. As the 
ionization density increases for a wave approaching the given layer at an angle, so the 
refractive index of the layer is reduced. (Alternatively, this may. be interpreted as an 
increase in the conductivity of the layer, and therefore a reduction in its electrical 
density or dielectric constant.) Hence the incident wave is gradually bent farther and 
farther away from the normal, as in Figure 8-6. · · 

If the rate of change of refractive index per unit height (measured in wave
lengths) is sufficient, the refracted ray will eventually become parallel to the layer. It 

· will then be bent downward, finally emerging from the ionized layer at an angle <'qua! 
to the angle of incidence. Some absorption has taken place, but the wave has been 
returned by the ionosphere (well over the horizon if an appropriate angle of incidence 
was used). 

Terms and definitions The terminology that has grown up around the ionosphere and 
sky-wave propagation includes several names and expressions whose meanings are not 
obvious. The most important of these terms will now be explained. 

The virtual height of an ionospheric layer is best understood with the aid of 
Figure 8-14. This figure shows that as the wave is refracted, it is bent down gradually 
rather than sharply. However, below the ionized layer, the incident and refracted rays 
follow paths that are exactly the same as they would have been if reflection had taken 

· place from a surface located at a greater height, called the virtual height of this layer. If 
the virtual height of a layer is known, ii is then quite simple to calculate the angle of 
incidence required for the wave to return to ground at a· selected spot. 

The critical frequency ifc) for a given layer is the highest frequency that will be 
returned down to earth by that layer after·having been beamed straight up at it. It is 
important to realize that there is such a maximum, and it is also necessary to know its 
value unde~ a given set of conditions, since this value changes with these conditions. It 
was mentioned earlier that a wave will be bent downward provided that the rate of 
change of ionization density is sufficient, and that this rate of ionization is measured 
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FIGURE 8-14 Actual and virtual heights of an ionized layer. 
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per unit wavelengtli. It also follows that the closer to being vertical the incident ray, the 
more it must be bent to be returned to earth by a layer. The result of these two effects is 
twofold. First, the higher the frequency, the shorter the.wavelength, and the less likely 
it is that the change in ionization density will be sufficient for refraction. Second, the 
closer to vertical a given incident ray, the less likely it is to be returned to ground. 
Either way, this means that a maximum frequency must exist, above which rays go 
through the ionosphere. When the angle of incidence is normal, the name given to this 
maximum frequency is critical frequency; its value. in practice ranges from 5 to 
12 MHz for the F2 layer. 

The maximum usable frequency, or MUF, is also a limiting frequency, but this 
time for some specific angle of incidence other than the normal. In fact, if the angle of 
inciden9e (between the incident ray and the normal) is 0, it follows that 

critical frequency 
MUF=--~~--

. cos 0 

=fcsecO (8-12) 

This is the so-called secant law, and it is very useful in making preliminary 
calculations for a specific MUF. Strictly speaking, it applies only to a flat earth and a 
flat·reflecting layer. However, the angle of incidence is not of prime importance, since 
it is determined by the distance between the points that are to be joined by a sky-wave 
lin\c. Thus MUF is defined in terms of two such points, rather than in terms of the angle 
of incidence at the ionosphere, it is defined at the highest frequency that can be used for 
sky-wave communication between two given points on earth.-lt follows that there is a 
different value of MUF for each pair of points on the globe. Normal values of MUF 
may range from 8 to 35 MHz, but after unusual solar activity they may rise to as high 
as 50 MHz. The highest working frequency between a given pair of points is naturally 
made less than the MUF, but it is not very much less for reasons that will be seen. 

The skip distance is the shortest distance from a transmitter, measured along the 
surface of the earth, at which a sky wave of fixed frequency (more than Jc) will be 
returned to earth. That there should be a minimum distance may come as a shock. One 
expects there to be a maximum distance, as limited by the curvature of the earth, but 
nevertheless a definite minimum also exists for any fixed transmitting frequency. The 
reason for' this becomes apparent if the behavior of a sky wave is considered with the 
aid of a sketch, such as Figure 8-15. 

When the angle of incidence is made quite large, as for ray I of Figure 8-15, the 
sky wave returns to ground at a long distance from the transmitter. As this angle is 
slowly reduced, naturally the wave returns closer and closer to the transmitter, as 
shown by rays 2 and 3. If the angle of incidence is now made significantly less than 
that of ray 3, the ray will be too close to the normal to be returned to earth. It may be 
bent noticeably, as for ray 4, or only slightly, as for ray 5. In either case the bending 
will be insufficient to return the wave, unless the frequ_ency being used for communica
tion is less than the critical frequency (which is most unlikely); in that case everything 
is returned to earth. Finally, if the angle of incidence is only just smaller than that of 
ray 3, the wave may be returned, but at a distance farther than·the return point of ray 3; 
.a ray such as this is ray 6 of Figure 8-15. This upper ray is bent back very gradually, 
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FIGURE 8-15 Effects of ionosphere on rays of varying incidence. 

because ion density is changing very slowly at this angle. It thus returns to earth at a 
considerable distance from the transmitter and is weakened by its passage. 

Ray 3 is incident at an angle which results in its being returned as close to the 
transmitter as a wave of this frequency can be. Accordingly, the distance is the skip 
distance. It thus follows that any higher frequency beamed up at the angle of ray 3 will 
not be returned to ground. It is seen that the frequency which makes a given distance 
correspond to the skip distance is the MUF for that pair of points. 

At the skip distance, only the normal, or lower, ray can reach the destination, 
whereas at greater distances the upper ray can be received as well, causing interfer
ence. This is a reason why frequencies not much below the MUF are used for transmis
sion. Another reason is the lack of directionality of high-frequency antennas, which is 
discussed in Section 9-6. If the frequency used is low enough, it is possible to receive 
lower rays by two different paths after either one or two hops, as shown in Figure 8-16, 
the result of this is interference once again. 

T 

FIGURE 8-16 Multipath sky-wave propagation. 
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FIGURE 8-17 Long-distance sky-wave transmission paths. (a) North-south; (b) east-west. 

The transmission path is limited by the skip distance at one end and the curva
ture of the earth at the other. The longest single-hop distance is obtained when the ray 
is transmitted tangentially to the surface of the earth, as shown in Figure 8-17. For the 
F2 layer, this corresponds to a maximum practical distance of about 4000 km. Since 
the semicircumference of the earth is just over 20,000 km, multiple-hop paths are often 
r~quired, and Figure 8-17 shows such a situation. No unusual problems arise with 
multihop north-south paths. However, care must be taken when ·planning long east
west paths to realize that although it is day "here," it is night "there," if "there" 
happens to be on the other side of the terminator. The result of not taking this into 
account is shown in Figure 8-17b. A path calculated on the basis of a constant height of 
the F2 layer will, if it crosses the terminator, undershoot and miss the receiving area as 
shown-the F layer over the target is lower than the F2 layer over the transmitter. 

Fading is the fluctuation in signal strength at a receiver and may be rapid or 
slow, general or frequency-selective. In each case it is due to interference between two 
waves which left _the same source but arrived at the destination by different paths. 
Because the signal received at any instant is the vector sum of all the waves received, 
alternate cancellation and reinforcement will result if there is a length variation as large 
as a half-wavelength between any two paths. It follows that such fluctuation is· more 
likely with smaller wavelengths, i.e., at higher frequencies. 
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Fading can occur because of interference between the'iower and the upper rays 
of a sky wave; between sky waves arriving by a different number of hops or different 
paths; or even between a ground wave and a sky wave especially at the lower end of the 
HF band. It may also occur if a single sky wave is being received, because of fluctua
tions of height or density in the layer reflecting the wave. One of the more successful 
means of combating fading is to use space or frequency diversity (see Section 6-3.2). 

Because fading is frequency-selective, it is quite possible for adjacent portions 
of .a signal to fade independently, although their frequency separation is only a few 
dozen hertz. This is most likelx to occur at the highest frequencies for which sky waves 
are used. It can play havoc with the reception of AM signals, which are seriously 
distorted by such frequency-seiective fadin·g. On the other hand, SSB signals suffer 
less from this fading and may remain quite intelligible under these conditions. This is 
because the relative amplitude of only a portion of the received signal is changing 
constantly. The effect of fading on radiotelegraphy is to introduce errors, and diversity 
is used here wherever possible. 

. . . ' 
Ionospheric variations The ionosphere is highly dependent upon the sun, arid hence 
its conditions vary continuously. There are two kinds of variations. The normal ones 
have already been described as diurnal and seasonal height and thickness changes. 
Abnormal variations are due mainly to the fact that our sun is a variable star . 

. The sun has an I I-year cycle over which its output varies tremendously. Most 
people are unaware of this, because light variations are slight. However, the solar 

· output of ultraviolet rays, coronae, flares, particle radiation and sunspots may vary as 
much as fiftyfold over that period. The extent of solar disturbance is measured by a 
method of sunspot counting developed by Wolf in the eighteenth century. On this 
basis, a pronounced II-year (±1 year) cycle emerges, and perhaps also a 90-year 
supercycle. The highest activities so far recorded were in 1778, 1871 and 1957, which 
was the highest ever. 

The main sun-caused disturbances in the ionosphere are S!Ds (sudden iono
spheric disturbances, formerly known as Dellinger dropouts) and ionospheric storms. 
Sudden ionospheric disturbances are caused by solar flares, which are gigantic emis
sions of hydrogen from the sun. Such flares are sudden and unpredictable, but more 
likely during peak solar activity than when the sun is "quiet." The x-ray radiation 
accompanying solar flares tremendously increases ionization density, right down to the 
D layer. This layer now absorbs signals that would normally go through it and be 
reflected from the F layer. Consequently, long-distance communications disappear 
completely, for periods up to I hour at a time. Studies with earth-based 
radioheliographs and from satellites in orbit have provided a large amount of data on 

· solar flares, so that some short-term predictions are becoming possible. Two other 
points should be noted in connection with SIDs. First, only the sunlit side of the earth 
is affected, and second, VLF propagation is actually· improved. 

Ionospheric storms are caused by particle emissions from the sun, generally a 
and {3 rays. Since these take about 36 hours to reach the earth, some warning is 
possible after large sunspots or solar flares are noticed. The ionosphere behaves errati
cally during a storm, right around the globe this:fime, but more so in high latitudes 
because of the earth's magnetic field. Signal strengths drop and fluctuate quite rapidly. 

I • 
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However, using lower frequencies often helps, since the highest ones are the most 
affected. 

Finally, the sporadic E layer previously mentioned is also often included as an 
abnormal ionospheric disturbance. When present, it has the twin effects of preventing 
long-distance HF communications and permitting over-the-horizon VHF communica
tions. The actual and virtual heights of this layer appear to be the same. This confirms 
the belief that the layer is thin and dense, so that actual reflection takes place. 

Various national scientific bodies have ionospheric prediction programs which 
issue propagation notices of great value. Among them are the notices of the Central 
Radio Propagation Laboratory of the United States and the Ionospheric Prediction 
Service of the Australian Department of Science and Technology. 

,8-2.3 Space Waves 
Space waves generally behave with merciful simplicity. They travel in (more or less) 
straight lines! However, since they depend on line-of-sight conditions, space waves are 
limited in their propagation by the curvature of the earth, except in very unusual 
circumstances. Thus they propagate very much like electromagnetic waves in free 
space, as discussed in Section 8-1.1. Such a mode of behavior is forced on them 
because their wavelengths are too short for reflection from the ionosphere, and because 
the ground wave disappears very close to the transmitter, owing to tilt. 

Radio horizon The radio horizon for space waves is about four-thirds as far as the 
optical horizon. This beneficial effect is caused by the varying density of the atmo
sphere, and because of diffraction around the curvature of the earth. The radio horizon 
of an antenna is given, with good approximation, by the empirical formula 

d, = 4Vh, (8-13) 

where d, = distance from transmitting antenna, km 

h, = height of transmitting antenna above ground, m 

The same formula naturally applies to the receiving antenna. Thus the total 
qistance will be given by addition, as shown in Figure 8-18, and by the empirical 
formula 

d = d, + d, = 4Vh, + 4Vh, (8-14) 

A simple calculation shows that for a transmitting antenna height of 2.25 m 
above ground level, the radio horizon is 60 km. If the receiving antenna is 16 m above 

FIGURE 8-18 ~adio horizon for space waves. 
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ground level, the total distance is increased to 76 km. Greater distance between anten
nas may be obtained by locating them on tops of mountains, but links longer than 
100 km are hardly ever used in commercial communications. 

General considerations As discussed in detail in Section 8-1.2, any tall or massive 
; objects will obstruct space waves, since they travel close to the ground. Consequently, 

shadow zones and diffraction will result. This is the reason for the need in some areas 
for antennas higher than would be indicated by Equation (8-14). On the other hand, 
some areas receive such signals by reflection-any object large enough to cast a radio 
shadow will, if it is a good conductor, cause back reflections also. Thus, in areas in 
front of it a form of interference known as "ghosting" may be observed on the screen 
of a television receiver. It is caused by the difference in path length (and therefore in 
phase) between the direct and the reflected rays. This situation is worse near a transmit
ter than at a distance, because reflected rays are stronger nearby. Finally, particularly 
severe interference exists at a distance far enough from the transmitter for the direct 
and the ground-reflecte.d rays to be received simultaneously. 

Microwave space-wave propagation All the effects so far described hold true for 
microwave frequencies, but some are increased, and new ones are added. Atmospheric 
absorption and the effects of precipitation must be taken into account. So must the fact 
that at such short wavelengths everything tends to happen. very rapidly. Refraction, 
interference and absorption tend to be accentuated. One new phenomenon which oc
curs is superrefraction, also known as ducting. 

As previously discussed, air density decreases and refractive index increases 
with increasing height above ground. The change in refractive index is normally linear 
and gradual, but under certain atmospheric conditions a layer of warm air may be 
trapped .above cooler air; often over the surface of water. The result is that the refrac
tive index will decrease far more rapidly with height than jg usual. This happens near 
the ground, often within 30 m of it. The rapid reduction in refractive index (and 
therefore dielectric constant) will do to microwaves what the slower reduction of these 
quantities, in an ionized layer, does to HF waves; complete bending down takes place, 
as illustrated in Figure 8-19. Microwaves are thus continuously refracted in the duct 
and reflected by the ground, so that they are propagated around the curvature of the 
earth for distances which sometimes exceed 1000 km. The main requirement for the 
formation of atmospheric ducts is the so-called temperature inversion. This is an in-

Waves trapped 
in duct 

FIGURE 8-19 Superrefraction in atmospheric duct. 
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crease of air temperature with height, instead of the usual decrease in temperature of 
6.5°C/km in the "standard atmosphere." Superrefraction is, on the whole, more likely 
in subtropical than in temperate zones. 

· 8-2.4 Tropospheric Scatter Propagation 
Also known as troposcatter, or forward scatter propagation, tropospheric scatter prop
agat\on is a means of beyond-the-horizon propagation for UHF signals. It uses certain 
properties of the troposphere, the nearest portion of the atmosphere ( within about 
15 km of the ground). 

Properties As shown in Figure 8-20, two directional antennas are pointed so that 
their beams intersect midway between them, above the horizon. If one of these is a 
UHF transmitting antenna, and the other a UHF receiving one, sufficient radio energy 
will be directed toward the receiving antenna to make this a useful communication 
system. The reasons for the scattering are not fully understood, but there are two 
theories. One suggests reflections from "blobs" in the atmosphere, similar to the 
scattering of a searchlight beam by dust particles, and the other postulates reflection 
from_atrnospheric layers. Either way, this is a permanent state of affairs, not a sporadic 
phenomenon. The best frequencies, which are also the most often used, are centered on 
900, 2000 and 5000 MHz. Even here the actual proportion of forward scatter to signals 
incident on the scatter volume is very tiny-between -60 and -90 dB, or ·one
millionth to one-billionth of the incident power. High transmitting powers are obvi
ously ·needed. 

Practical considerations Although forward scatter is subject to fading, with little 
signal scattered forward, it nevertheless forms a very reliable method of over-the
horizon communication. It is not affected by the abnormal phenomena that afflict HF_ 
sky-wave propagation. Accordingly, this method of propagation is q_ften used to pro-

FIGURE 8-20 Tropospheric scatter propagation. 
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vide long-distance telephone and other communications links, as an alternative_ to 
microwave links or coaxial cables over rough or inaccessible terrain (see also Sect(on 
15-2.3). Path links are typically 300 to 500 km long. 

Tropospheric scatter propagation is subject to two forms of fading. The first is 
fast, occurring several times per minute at its worst, with maximum signal strength 
variations in excess of 20 dB. It is often called Rayleigh fading and is caused by 
multipath propagation. As-Figure 8-20 shows, scattering is from a volume, not a point, 
so that several paths for propagation exist within the scatter volume. The second form 
of fading is very much slower and is caused by variations in atmospheric conditions 
along the path. 

It has been found in practice that the best results are obtained from troposcatter 
propagation if antennas are elevated and then directed down toward the horizon. Also, 
because of the fading problems, diversity systems are invariably employed, with space 
diversity more common than frequency diversity. Quadruple diversity systems are 
generally employed, with two antennas at either end of the link (all used for transmis
sion and reception) separated by distances somewhat in excess of 30 wavelengths. 

8-2.5 Extraterrestrial Communications 
The most recent, and by far the fastest-growing, field of communications involves the 
us~ of various satellite relays, of which the first was launched in 1957, 12 years after 
the practicability and orbital positioning of stationary satellites were first described and 
calculated. The field may be subdivided into three parts, each with somewhat differing 
requirements. First, there is communication with, and tracking of, fast-moving satel
lites in close orbits, typically 145 km in radius. Then there is communication via the 
geostationary satellites. Such satellites are placed in equatorial orbits at a height of 
approximately 36,000 km. This height gives a satellite the same angular velocity as the 
earth, as a result of which it appears to be stationary over a fixed spot on the equator. 
Such communications are discussed fully in Chapter 15. The last of the three is the 
communication and tracking connected with interplanetary probes. 

-Transionospheric space-wave propagation The ionosphere not only permits long
distance HF propagation; it also affects the propagation of waves through it. Figure 
8-15 showed· that those waves which were not reflected by the ionosphere did suffer 
varying degrees of bending away from their original paths. This suggests immediately 
that frequencies used here will need to be well above normal critical frequencies to 
minimize their refraction. If this were not ~one, serious tracking errors and communi
cation difficulties would result of the bending ofradio waves. Since refraction becomes 
insignificant at frequencies above about 100 MHz, while atmospheric absorption is 
negligible up to about 14 HGz, these two considerations dictate the frequency range 
used in practice. 

A problem encountered in transionospheric propagation is the Faraday effect. 
This causes the polarization of the radio wave to rotate as it passes through the iono
sphere and is a complex process involving the presence of ionized particles and the 
earth's magnetic field (see also Section 10-5.2). '.A.s the ion density is variable, so is the 
Faraday effect upon any particular transmission, and so it is not practicable to calculate 
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FIGURE 8-21 Circularly polarized antenna array for tracking satellites in low orbits. 
(Courtesy of Rohde and Schwartz., Munich.) 

its extent and make appropriate allowances. If nothing at all is done, severe trouble will 
result. For instance, a horizontally polarized anten.na will receive virtually no energy 
from a wave which was horizontally polarized when it left the antenna but has become 
vertically polarized through rotation in the ionosphere.· 

Fortunately, several solutions of the problem are possible. One is to use an 
antenna with circular polarization (as shown in Figure 8-21 and described in detail in 
Section 9-8), whose polarization is divided evenly between the vertical and horizontal 
components. Such an antenna is employed for transmission and reception at the ground 
station. Thus transmissions to and from the satellite may be received satisfactorily, no 
matter how they have been rotated in the ionosphere. It should be added that such 
rotation may well exceed 360° at some of the. lower frequencies used. Another cure 
consists in using frequencies above about ·I GHz, at which Faraday rotation is negligi
ble. The present trend for space communications is to frequencies between I and 

\ . 
14 GHz partly for the above reason. 
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Satellite and probe tracking The requirements for tracking and communicating with 
satellites in close orbits involve the use of fast-rotating, circularly polarized antennas 
(such as the array shown in Figure 8-21), together with fairly low-noise receiyers and 
medium-power transmitters. These are more or Jess conventional in design and operate 
in the allocated frequency band from 138 to 144 MHz. Most of the communication is 
radiotelemetry (see Section 13-3.2) since the function of the majority of these satellites 
is the gathering of scientific and other data. Because these satellites are in low orbits 
and therefore circumnavigate the earth in about 90 minutes, not only must the ground 
antennas be capable of fast rotation but also there must be strings of them around the 
globe because satellites disappear over the horizon in mere minutes .. 1~ , 

Tracking interplanetary probes, such as the Pion~er and Voyager probes, is a 
problem of an entirely different order, especially since the distances involved may \Je 
several orders of magnitude greater. When it is considered that Voyager 1 and 2 com
municated with the earth from Saturn on a power of 30 W froll) about 1.5 billion km 
away, it can be seen immediately that the first requirements here are for huge direc
tional antennas and extremely low-noise receivers. The signal power received by the 
antennas of NASA's Deep Space Network was only of the order of 10- 17 W. These 
requirements are identical to those of radiotelescopes, which in fact are sometimes 
used for tracking deep-space probes. 

The antennas used are of a type described in Section 9-7, being parabolic 
reflectors or horns, with diameters often in excess of 60 m. Since the relative motion of 
a probe is very slow, only the rotation of the earth need be taken into account. The 
antennas thus have equatorial mountings (this does not mean that the antenna is located 
on the equator, but that one of its axes is made parallel to the axis of the earth) with 
motor drives to keep them pointed at the same spot in the sky as the earth rotates. The 
National Aeronautics and Space Administration uses several such antennas around the 
world, including one at Goldstone, California, and another near Canberra, Australia. 

MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
fallowed by four choices (a, b, c, and d). Circle the letter preceding the line that 
corr(fctly completes each sentence. 

1. Indicate which one of the following terms 
applies to troposcatter propagation: 
a. SIDs b. Fading 
c. Atmospheric storms 
d. Faraday rotation 

2. VLF waves are used for some types of ser
vices because 
a. of the low powers required 
b. the transmitting antennas are of conve

nient si;ze 
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c. they are very reliable 
d. they penetrate the ionosphere 

easily 
3. Indicate which of the following frequencies 

cannot be used for reliable beyond-the
horizon terrestrial communications without 
repeaters: 
a. 20 kHz 
b. 15 MHz 
c. 900 MHz 
d. 12 GHz 

4. High-frequency waves are 
a. absorbed by the F2 layer 
b. reflected by the D layer 
c. capable of use for long-distance commu

nication~ on the moon 
d. affected by the solar cycle 

5. Distances n~ar the skip distance should be 
used for sky-wave propagation 
a. to avoid tilting 
b. to prevent sky-wave and upper ray inter

ference ---
c. to avoid the Faraday effect 
d. so as not to exceed the critical 

frequency 
6. A ship-to-ship communications system is 

plagued by fading. The best solution seems 
to be the use of 
a. a more directional antenna 
b. a broadband antenna 
c. frequency div~rsity 
d. space diversity 

7. A range of microwave frequencies more 
easily passed by the aimosphere than are the 
others ls called a 
a. window 

. b ... critical frequency , 
c. gyro frequency rartge 
d. resonance in the atmosphere 

8. Frequencies in the UHF range normally 
propagate by means of 
a. ground waves 
b. sky waves 
c. , surface waves 
d. 'space waves· 

9. Tropospheric scatter is used with frequen
cies in the following range: 
a. HF 
b. VHF 
c. UHF 
d. VLF 

10. The ground wave eventually disappears. as 
. one moves away from the transmitter, be

cause of 
a. interference from the sky wave 
b. loss of line-of-sight conditions 
c. maximum single-hop distance limitation 
d. tilting 

11. In electromagnetic waves, polarization 
a. is caused by reflection 
b. is due to the transverse nature of the 

waves 
c. results from the longitudinal nature of 

the waves 
d. is always vertical in an isotropic medium 

12. As electromagnetic waves travel in free 
space, only one of the following can happen 
to them: 
a. absorption 
b. attenuation 
c. refraction 

- d. reflection 
13. The absorption of radio waves by the atmo

sphere depends on 
a. their frequency 
b. their distance from the transmitter 
c. the polarization of the waves 
d. the polarization of the atmosphere 

14. Electromagnetic waves are refracted when 
they 

_ :;i •. pass into a medium of different dielectric 
constant 

b. are polarized at right angles to the direc
tion of propagation 

c. encounter a perfectly conducting surface 
d. pass through a small slot in a conducting 

plane 
15. Diffraction of electromagnetic waves 

a. is caused by reflections from the ground 
b. arises only with spherical wavefronts 
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c. will occur when the waves pass through 
a large slot 

d. may occur around the edge of a sharp 
obstacle 

16. When microwave signals follow the curva
ture of the earth, this is known as 
a. the Faraday effect 
b. ducting 

c. tropospheric scatter 
d. ionospheric reflection 

17. Helical antennas are often used for satellite 
tracking at VHF bec~use of 
a. troposcatter 
b. superrefraction 
c. ionospheric refraction 
d. the Faraday effect 

REVIEW PROBLEMS 
1. At 20 km in free space from a point source, the power density is 200 µ. W /m2 • What is 
the power density 25 km away from this source? 

2. Cal.culate the power density (a) 500 m from a 500-W source and (b) 36,000 km from a 
3-kW source. Both are assumed to be omnidirectional point sources. The second value is, 
incidentally, the equivalent power density on the ground from a communications satellite 
in orbit. 

3. A deep-space high-gain antenna and receiver system have a noise figure such that a 
minimum received power of 3.7 x 10- 1• is required for satisfactory communication. 
What _qmst be the transmitting power from a Jupiter probe, situated 800 million km from 
the earth? Assume that the transmitting antenna is isotropic, and the equivalent area of the 
receiving antenna has an area of 8400 m2• 

4. A wave traveling in free space undergoes refraction after entering a denser medium, 
such that the original 30° angle of incidence at the boundary between the two media is 
changed 20°. What is the velocity of electromagnetic waves in the second medium? 

5. A 150-m antenna, transmitting at 1.2 MHz (and therefore by ground wave), has an 
antenna current of 8 A. What voltage is received by a receiving antenna 40 km'.away, 
with a height of 2 m? Note that this is a typical MF broadcasting situation. 

6. two points mi earth are 1500 km apart and are to communicate by means of HF. Given 
that this is to be a single-hop transmission, the critical frequency at that time is 7 MHz and 
conditions are idealized, calculate the MUF for those two points if the height of the 
ionospheric layer is 300 km. 

7. A microwave link consists of repeaters at 40-km intervals. What must be the minimum 
height of transmitting and receiving antennas above ground level (given that they are the_ 
same) to ensure line-of-sight conditions? 

REVIEW QUESTIONS 
1. Electromagnetic waves are said to be transverse; what does this mean? In what way 
are transverse waves different from longitudinal waves? Illustrate each type with a sketch . 
. 2. Define the term power density, and explain why it is inversely proportional to the 
square of the distance from the source. 
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3. Explain what is meant by the terms isotropic source and isotropic medium. 

4. Define and explain field intensity. Relate it to power density with the concept of 
characteristic impedance of free space. 

5. · Explain fully the concept of linear polarization. Can longitudinal waves be polarized? 
Explain. 
6. Why does the atmosphere absorb some power from waves propagating through it? At 
what frequencies does this absorption become apparent? Illustrate with a sketch combin
ing the absorption by oxygen and water vapor versus frequency, labeling the "windows." 

7, Prove that when electromagnetic waves are reflected from a perfectly conducting 
. medium, the angle of reflection is equal to the angle of incidence. Hint: Bear in mind that 
· all parts of the wavefront travel with the same velocity, and consider what would happen 
if the two angles were not equal. 

8. What is refraction? Explain under what circumstances it occurs and what causes it. 

9. Prove, with a diagram, that electromagnetic waves passing from a denser to a rarer 
medium are bent away from the normal. 

10. What is interference of radio waves? What are the conditions necessary for it to 
happen? 

11. What is meant by the diffraction of radio waves? Under what.conditions does it arise? 
Under what condition does it not arise? 

12. Draw up a table showing radio-frequency ranges, the means whereby they propagate 
and the maximum terrestrial distances achievable under normal conditions. 

13. Describe ground-wave propagation. What is the angle of tilt? How does it affect field 
strength at a distance from the transmitter? 

14. Describe briefly the strata of the ionosphere and their effects on sky-wave propaga
tion. Why is this propagation generally better at night than during the day? 

15. Discuss the reflection mechanism whereby electromagnetic waves are bent back by a 
layer of the ionosphere. Include in your discussion a description of the virtual height of a 
layer. The fact that the virtual height is greater than the actual height proves something 
about the reflection mechanism. What is this? 

16. Show, with the aid of a suitable sketch, what happens as the angle of incidence of a 
radio wave, using sky-wave propagation, is brought closer and closer to the vertical. 
Define the skip distance, and show how it is related to the maximum usable frequency. 

17. What is fading? List its major causes. 

18. Briefly describe the following terms connected with sky-wave propagation: virtual 
height, critical frequency, maximum usable frequency, skip distance and fading. 

19. Describe in some detail the main abnormal ionospheric variations, including a brief 
mention of the interference that may be caused by the sporadic E layer. 

20. In connection with space-wave propagation, what is the radio horizon? How does it 
differ from the optical horizon? 



Antennas 
The preceding chapter dealt at length with 
the various methods of propagation of radio 
waves, while only briefly mentioning how 
they might be transmitted or received. The 
word antenna was mentioned on a number of 
occasions! It is no secret that, in order to cou
ple to space the output of a transmitter or the 
input of a receiver, some sort of interface is 
essential. A structure must be provided that 
is capable of radiating electromagnetic waves 
or receiving them. 

This chapter acquaints the student 
with antenna fundamentals and continues 
with a consideration of simple wire radiators 
in free space. Several important antenna 

. characteristics are defined and discussed. 

Among them are antenn.a gain, resistance, 
bandwidth, and. beamwidth. Just as the 
ground has a significant effect on the propa
gation of waves, so it modifies the properties 
of antennas-hence the effects of ground are 
discussed in detail. Then, antenna coupling 
and HF antenna arrays are discussed. The 
final two major topics are microwave anten
nas, which are generally the most spectacu
lar, and wideband antennas, which are gen
erally the most complex in appearance. 
These last two subjects occupy more than 
one-third of the chapter and include anten
nas with parabolic reflectors, horn antennas, 
lenses, helical antennas, and log-periodic ar
rays. 

OBJECTIVES 
Upon complf!ting the material in Chapter 9, the student will be able to: 

Explain the evolution of the basic dipole antenna. 

Define the term elementary doublet (Hertzian dipole). 

Compute the field strength of the doublet. 

Determine current and voltage distributions. 

Calculate the physical and/or electrical length of an antenna system. 

Understand the terms antenna gain, effective radiated power, field intensity radia-
tion, resistance bandwidth, beamwidth, and polarization. 

Recognize the effect of ground on the antenna and antenna height. 

Compare the optimum length of an antenna with its effective length. 

Understand antenna coupling and its importance to the system. 

Recognize the characteristics of various_ high-frequency antenna system~. 

255 
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9~ 1 BASIC CONSIDERATIONS 

The study of antennas must include a quick review of impedance matching (basic 
transformer theory) and resonant circuits. It was pointed out that maximum power 
transfer could be achieved only when the source matched the load. The antenna must 
have tfie ability to match the transmission line (source impedance 70 !l, coax 300-!l 
twin lead) and the load (the atmosphere, 377 !l). At radio frequencies, and depending 
on physical length, a wire can be an impedance-matching device. 

The antenna also must act somewhat as a resonant circuit; i.e., it must have the 
ability to transfer energy alternately from electrostatic to electromagnetic,,-if the Z 
match is correct, the energy being transferred will radiate energy into the atmosphere in 
the same way a transformer transforms energy from primary to secondary. This discus
sion is an oversimplification of the . process encountered in RF transmission but can 
serve as a visual _basis for further discussion (see Figure 9-1). 

An antenna is a structure that is generally a metallic object, often a wire or 
group of wires, used to convert high-frequency current into electromagnetic waves, 
and vice versa. Apart from their different functions, transmitting and receiving anten
nas have similar characteristics, which means that their behavior is reciprocal. 

The spacing, length, and shape of the device are related to the.wavelength A of 
the desired transmitter frequency; i.e., mechanical length is inversely proportional to 
the numerical value of the frequency. 

T= 1/f 

where T = time 

f = frequency 

1 MHz = 1.0 µ,s = 300 m 

2 MHz = 0.5 µ,s = 150 m · 

(9-1) 

Therefore, for an antenna operating at 50 MHz, t = 1/f= 0.02 µ,s = 6 m, and wave
length = 300 m X time µ,s = elf= 3 x 108/f. 

9-1.1 Electromagnetic Radiation 
When RF energy is fed into a mismatched transmission line, standing waves occur. See 
Chapter 8 for more details. Energy is lost or radiated into the space surrounding the 
line. This process is considered unwanted in the transfer of energy to the radiation 

Primary Secondary 

FIGURE 9-1 Transmitter-receiver energy transfer system .. 
• ·- I 
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FIGURE 9-2 Evolution of the dipole. (a) Opened-out transmission line; (b) conductors in 
line; (c) half-wave dipole (center-fed). 

device. If we examine this process and expand upon it (Figure 9-2a), we can see, by 
separating the ends of the transmission line, that more surface area of the wire is 
exposed to the atmosphere and enhances the radiation process. 

The radiation efficiency of this system is improved even more when the two 
wires are bent at 90' (right angles) to each other (Figure 9-2b). The electric and 
magnetic fields are now fully coupled to the surrounding space instead of being con
fined between the two wires, and maximum radiation results. This type of radiator is 
called a dipole. When the total length of the two wires is a half wavelength, the 
antenna is_ called a half-wave dipole. 

This configuration has similar characteristics to its equivalent length transmis
sion line (V. ,\). It results in high impedance (Hi Z) at the far ends reflected as low 
impedance (Lo Z) at the end connected to the transmission line. This causes the an
tenna to have a large .current node at the center and large voltage nodes at the ends, 

· resulting in mitximum radiation. 

9-1.2 The Elementary Doublet (Hertzian Dipole) 
The doublet is a theoretical antenna shorter than a wavelength (Figure 9-3a). It is used 
as a standard to which all other antenna characteristics can be compared. 

The field strength of this antenna can be calculated as follows: 

E 
60,,- Le I 

Ar 
sin 0 

E = magnitude of field strength ( µ,s/m) 

r = distance 

Le = antenna length 

I = current amplitude 

e = the angle of the axis of the wire and the point of maximum radiation 

(9-2) 
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(a) (b) (c) 

FIGURE 9-3 Radiation pattern of the elementary doublet (Hertzian dipole). (a) Side view; 
(b) angle of maximum radiation; (c) top view. 

As shown in Figure 9-3b, the radiation is a double circular pattern, with maxi
mum radiation at 90° to the axis of the wire. 

WIRE RADIATOR IN SPACE 

The following sections discuss the characteristics of antennas isolated from surfaces 
which will alter or change their radiation patter)ls and efficiency. 

9-2.1 Current and.Voltage Distribution 
When an RF signal voltage is applied at some point on an antenna, voltage and current 
will result at that point. Traveling waves are then initiated, and standing waves may be 
established, which means that voltage and current along the antenna are out of phase. 

The radiation pattern depends chiefly on the antenna length measured in wave
lengths, its power losses, and the terminations at its end (if any). In addition, the 
thickness of the antenna wire is of importance. For this discussion such antennas may 
be assumed to be lossless and made of wire whose diameter is infinitely small. 

Figure 9-4 shows the voltage and current distribution along a half-wave dipole. 
We can recognize the similarity to the distribution of voltage and current on a section of 
\/4-,\ transmission line open at the far end. These voltage and current characteristics are 
duplicated every A/2 length, along the antenna (Figure 9-5). 
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FIGURE 9-4 Voltage and current distribution on a half-wave dipole. 
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FIGURE 9-5 Curre~t _distribution on resonant dipoles. 
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By referring to Figure 9-4, it will become apparent that to connect a transmis
sion line to this antenna configuration, we must observe the impedance at the connec
tion points. The impedance varies along the length of the antenria, being highest where 
the current is lowest, and lowest where the current is highest (at the center). At the 
center of a half-wave antenna the impedance is approximately 73 (l and increases to 
about 2500 (l at either end. 

In order to achieve maximum power transfer, this antenna must be connected to 
a 72-0 transmission line. This method of connection, the transmission line to the 
antenna, is s_ometimes referred to as center or current fed: 

9-2,2 Resonant Antennas, Radiation Patterns, and Length Calculations 
Basic resonance theory has taught us that a high Q resonant circuit has a very narrow 
bandwidth. The same holds true for the resonant antenna. The narrow bandwidth 
establishes the useful limits for this type of radiator. This will be fully covered in 
Section 9-6.2. 

The radiation pattern of a wire radiator in free space depeilds mainly on its 
length. Refer to Figure 9-6a for the standard figure eight pattern of a half wave. Figure 

(a). 
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FIGURE 9-6 Radiation patterns of various resonant dipoles . . 
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9-6b shows a full wave, Figure 9-6c a 1 \/2 wavelength, and Figure 9-6d three wave
lengths. 

The half-wave antenna has distributed capacitance and inductance and acts like 
a resonant circuit. The voltage and current will not be in phase. If an RF voltmeter is 
connected from the end of the antenna to ground, a large voltage will be measured. If 
the meter lead is moved toward the center, the voltage will diminish. 

The length of the antenna can be calculated using Equation (9-3) (the velocity 
factor of wire_ is =95 percent compared to air, which is 1). Then 

vel 
L=-

f 
(9-3) 

This value is equal to one complete wavelength, and we can see that an antenna 
capable of transmitting, even ai A/2 (1111.5 ft) orA/4 (555.75 ft), can be quite a 
structure. This size can become a problem at these lower frequencies. 

Note that if we use the value 300 m/mHz (the speed of light), we can quickly 
calculate the physical length of a full-wave antenna in meters by recognizing that 
frequency and wavelength are inversely proportional. 

300/µs 
lOO MHz = 3 m X 0.95 = 2.85 m 

2.85 x 3.9 = 11.115 ft (FM broadcast band 88 to 108 MHz) 

This antenna, even at one full wavelength, is an easy structure to erect. 
A half-wave dipole (Figure 9-6a) is like the elementary doublet (Figure 9-3), 

but somewhai flattened. The slight flattening of the pattern is due to the reinforcement 
at right angles to the dipole (called a figure eight pattern). 

When the length of the antenna is one complete wavelength, the polarity of the 
current in one-half of the antenna is opposite to that on the other half (Figure 9-6b). As 
a result of these out-of-phase currents, the radiation at right angles from this antenna 
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will be zero. The field radiated by one-half of the antenna alters the field radiated by 
the other half. A direction of maximum radiation still exists, but it is no longer at right 
angles to the antenna. For a full-wave dipole, maximum radiation will be at 54° to the 
antenna. This process has now generated extra lobes. There are four in this situation. 

As the length of the dipole is increased to three half wavelengths, the current 
distribution is changed to that of Figure 9-6c. The radiation from one end of the 
antenna adds to that from the other, at right angles, but both are partially canceled by 
the radiation from the center, which carries a current of opposite polarity. There is 
radiation at right angles to the antenna, but it is not reinforced; therefore lobes in this 
direction are minor lobes. The direction of maximum radiation, or of major lobes, is 
closer to the direction or axis of the dipole itself, as shown in Figure 9-6d. 

As we continue increasing the length, we increase the number of lobes, and the 
direction of the major lobes is brought closer or more aligned in the direction of the 

_ dipole. By looking closely at the patterns emerging, we can see that there are just as 
many radiation lobes on one side of ihe dipole as there are current lobes of both 
polarities. The l 'h (¥:, A) wavelength has three radiation lobes on each side, and a 3-A 
antenna has six (Figure 9-6d). 

9-2.3 Nonresonant Antennas (Directional Antennas) 
A nonresonant antenna, like a properly terminated transmission line, produces no 
standing waves. They are suppressed by the use of a correct termination resistor and no 
power is reflected, ensuring that only forwarding traveling waves will exist. In a 
correctly matched transmission line, all the transmitted power is dissipated in the · 
terminating resistance. When an antenna is terminated as in Figure 9-7a, about two
thirds of the forward power is radiated; the remainder is dissipated in the antenna. 

As seen in Figure 9-7, the radiation patterns of the resonant antenna and a 
nonresonant one are similar except for one.major difference. The nonresonant antenna 
is unidirectional. Standing waves exist on the resonant antenna, caused by the presence 
of both a reflected traveling wave and the forward traveling incident wave. The radia
tion pattern of the resonant antenna consists of two parts, as shown in Figure 9-Sa and 
b, due to the forward and reflected waves. When these two processes are combined, 
the results are as shown in Figure 9-Bc, and the familiar bidirectional pattern results. 

(a) (b) 

FIGURE 9-7 Nonresonant antenna. (a) Layout and current distribution; (h) radiation 
- . pattern. 
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FIGURE 9-8 Synthesis of resonant antenna radiation pattern.· (a) Due to forward wave; 
(b) due to reverse wave; (c) combined pattern. 

TERMS AND DEFINITIONS 

The preceding section showed that the radiation pattern of a wire antenna is complex, 
and some way must be found of describing and defining it. Again, something must be 
said about the· effective resistance of antennas, their polarization and the degree to 
which they concentrate their radiation. We will now describe and define a number of 
important terms used in connection with antennas and thei~ radiation patterns. 

9-3.1 Antenna Gain and Effective Radiated Power 
Certain types of antennas focus their radiation pattern in a specific direction, as com
pared to an omnidirectional antenna. 

Another way of looking at this concentration of the radiation is to say. that some 
' antennas have gain (measured in decibels). · 

Directive gain Directive gain is defined as the ratio of the power density in a particu
lar direction of one antenna to the power density that would be radiated by an omnidi- · 
rectional antenna (isotropic antenna). The power density of both types of antenna is 
measured at a specified distance, and a comparative ratio is established. 

The gain of a Hertzian dipole with respect to an isotropic antenna = 1.5: 1 
power (1.5 (10 log 10) = 1.76 dB). 

The gain of a half-wave dipole compared to the isotropic antenna= 1.64: 1 
power (1.64 (10 log 10) = 2.15 dB). 

The wire antennas discussed in the preceding section have gains that vary from 
1.64 (2.15 dB) for a half-wave dipole to 7. l' (8.51 dB) for an eight-wave dipole. These 
figures are for resonant antennas in free space. S.imilar nonresonant antennas have 
gains of 3.2 (5.05 dB) and 17.4 (12.4 dB) respectively. Two sets of characteristics can 
be obtained from the previous information: 
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1. The longer the antenna, the higher the directive gain. 
2. Nonresonant antennas have higher directive gain than resonant antennas. 

Directivity and power gain (ERP) Another form of gain used in connection with 
antennas is power gain. Power gain is a comparison of the output power of an antenna 
in a certain direction to that of an isotropic antenna. The gain of an antenna is a.power 
ratio comparison between an omnidirectional and unidirectional radiator. This ratio can 
be expressed as: 

A(dB) = IO log 10 (:~) (9-4) 

where A(dB) = antenna gain in decibels 

P 1 = power of unidirectional antenna 

P2 = power of reference antenna 

Another set of terms is also used in describing the performance of a transmitting 
system. One term is effective radiated power (erp). It applies to the field gain of the 
antenna and the efficiency of the transmitter: 
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9-3.2 Radiation Measurement and Field Intensity 
The voltages induced in a receiving antenna are very small, generally in the microvolt 
range. Field strength measurements are thus given in· microvolts per meter. 

Field intensity The field strength (field intensity) of an antenna's radiation, at a 
given point in space, is equal to the amount of voltage induced in a wire antenna 1 m 
long, located at that given point. 

The field strength, or the induced voltage, is affected by a number of conditions 
such as the time of day; atmosph~ric conditions, and distance. 

9-3.3 Antenna Resistance 
Radiation resistance is a hypothetical value which, if replaced by an equivalent resis
tor, would dissipate exactly the same amount of power that the antenna would radiate. 

Radiatio.i resistance Radiation resistance is the ratio of the power radiated by the 
antenna to the square of the current at the feed point. 

Antenna losses and efficiency In addition to the energy radiated by· an antenna, 
power losses must be accounted for. Antenna losses can be caused by ground resist
.ance, corona effects, imperfect dialectric near the antenna, energy loss due to eddy 
currents induced into nearby metallic objects, and I2R losses in the antenna itself. We 
can combine these losses and represent them as shown in Equation (9-5). 

Pin= Pa+ Praa (9-5) 

, where P;. = power delivered to the feed point 

Pa = power lost 

P rad = power actually radiated 

Converting Equation (9-5) to I2R terms, we may state the equ~tion as follows. 

I2R,n = I2Ra + I2R,.a 

Rin = Rd + Rrad 

From this expression we can now develop an equation for calculating antenna 
efficiency. · 

'Rrad 
n= X 100% ... 

R,ad + Rd 
(9-6) 

Rd ~ antenna resistance 

R,ad = antenna raqiation resistance 

Low- and medium-frequency antennas are least efficient because of difficulties 
in achieving the proper physical (resonant) length. These antennas can approach effi
ciencies of only 75 to 95 perceQI.' Antennas at higher frequencies can easily achieve 
values approaching 100 percent:.. 'Radiation resistance values may vary from a few 

-! 
,·. '1' y..' 

' 
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ohms to several hundred ohms depending on the choice of feed points and physical and 
electrical characteristics. 

9~3.4. Bandwidth, Beamwidth, and Polarization 
Bandwidth, beamwidth, and polarization are three important terms dealing respec
tively with the operating frequency range, the degree of concentration of the radiation 
pattern, and the space orientation of the radiated waves. 

Bandwidth The term bandwidth refers to the range of frequencies the antenna will 
radiate effectively; i.e., the antenna will perform satisfactorily throughout this range of 
frequencies. When the antenna power drops to 1/2 (3 dB), the upper and lower extremi
ties of these frequencies have been reached and the antel)na no longer performs satis
factorily. 

Antennas that operate over a wide frequency. range and still maintain satisfac
tory performance must have compensating circuits switched into the system to main
tain impedance matching, thus ensuring no deterioration of the transmitted signals. 

Beamwidth The beamwidth of an antenna is described as the angles created by 
comparing the half-power points (3 dB) on the main radiation lobe to its maximum 
power point. In Figure 9-9, as an example, the beam angle is 30°, which is the sum of 
the two angles created at the points where the field strength drops to 0.707 (field 
strength is measured in ·µJV Im) of. the maximum voltage at the center of the lobe. 
(These points are known as the half-power points.) 

Polarization Polarization of an antenna refers to the direction in space of the E field 
(electric vector) portion of the electromagnetic wave being radiated (Figure 9-10) by 
the transmitting system. 

90' 

90' 

FIGURE 9-9 Beamwidth. 
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· FIGURE 9-10 Polarization of the antenna showing E and M fields. 

Low-frequency antennas are usually vertically polarized because of ground 
effect (reflected waves; etc.) and physical construction methods. High-frequency an
tennas are generally horizontally polarized. Horizontal polarization is the more desired 
of the two because of its rejection to noise made by people, which is, for the most part, 
vertically polarized. 

EFFECTS OF GROUND ON ANTENNAS 

The interaction of ground with antenna impedance and radiation characteristics has 
been touched on previously. Now is the time to go into a more detailed discussion of 
the interaction ( see Figure 9-11). 

_Q_ 
h=i 

h=A 

FIGURE 9'11 Radiation patterns of an ungrounded half-wave dipole located at varying 
heights above the ground. 
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,Ground 

FIGURE 9-12 Ungrounded antenna and image. 

9-4.1 Ungrounded Antennas 
As was shown in the preceding chapter, when a radiation source is placed near a 
reflecting surface, the signal received at any distant point is the vector sum of the direct 
(sometimes called the incident) wave and the reflected wave. To simplify the explana
tion, an image antenna is visualized to exist below the earth's surface and is a true 
mirror image of the actual antenna (Figure 9-12). 

When a wave is refl,;cted, its polarity is changed by 180°. If direct and reflected 
waves of equal magnitude and phase angle are received at exactly the same time, the 
two signals will cancel each other out (the vector sum is equal to zero). This condition 
is rarely achieved in reality, but combinations of this effect can cause reception to fade 
(if the signals are out of phase) or increase (if the reflections happen to be in phase, 
i.e., voltage vector addition). 

9-4.2 Grounded Antennas 
If an antenna is grounded, the earth still acts as a mirror and becomes part of the 
radiating system. The ungrounded antenna with its image forms a dipole array, but the 
bottom of the grounded antenna is joined to the top of the image. The system acts as 
an antenna of double size. Thus, as shown in Figure 9-13a, a grounded quarter-wave 
vertical radiator effectively has a quarter-wavelength added to it by its image. The 
voltage and current distributions on such a grounded A/4 antenna (commonly called the 
Marconi antenna), are the same as those of the half-wave dipole in space and are 
shown in Figure 9-13b. 

The Marconi antenna has one important advantage over the ungrounded, or 
Hertz, antenna: to produce any given radiation pattern, it need be only half as high. On 
the other hand, since the ground here plays such an important role in producing the 
required radiation patterns, the ground conductivity must be good. Where it is poor, an 
artificial ground is used, as described in the next section. 

The radiation pattern of a Marconi antenna depends on its height, and a selec
tion of patterns is shown_in Figure 9-14. It is seen that horizontal directivity improves 
with height up to a certain point ('Is ,\), after which the pattern "lifts off" the ground. 
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FIGURE 9-13 Grounded antennas. (a) Antenna and image; (b) voltage and current distri
bution on basic Marconi antenna. 

'The effect is caused bi cancellation of the wave in the horizontal direction because of 
opposing currents in the'various parts of an antenna at this effective height. 

9-4.3 Grounding Systems 
The earth has generally been assumed to be a perfect conductor so far. This is often not 

· the case. For this reason the best ground system for a vertical grounded radiator is ·a 
network of buried wires directly under the antenna. Thi.s network consists of a large 
number of "radials" extending from the base of the tower, like spokes on a wheel, and 
placed between 15 and 30 cm below the ground. Each radial wire has a length which 
should be at least A/4, and preferably A/2. Up to 120 such wires may be u,ed to good 
advantage, and the whole assembly is then known as a ground screen. A conductor 
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FIGURE 9-14 Characteristics of vertical grounded antennas. (a) Heights and current 
distributioris; (b) radiation patterns. 
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joining all the radials, at a distance of about half the radial length, is often employed. 
The far end of each radial is grounded, i.e., attached to a metal stake which is driven 
deeply into the subsoil (especially if this is a better conductor than the topsoil, as in 
sandy locations). 

A good ground screen will greatly improve the field strength and distance of 
Marconi antennas, especially those used for medium-frequency broadcasting. The 
improvement is most pronounced for short antennas (under ,\/4 in height), and/or with 
soils of poor conductivity. Even an antenna between ,\/4 and A/2, on soil with good 
conductivity, wm have its radiation pattern improved noticeably. · 

Where a ground screen is not practical, a counterpoise is used. A counterpoise 
consists of a system of radials, supported aboveground and insulated from it. The 
supports should be few and far between and made of a material such as metal rods, 
with low dielectric losses. The counterpoise would be a substitute for a ground screen 
in areas of low ground conductivity, i.e., rock, mountains, and antennas on top of 
buildings (Figure 9-15). 

9-4.4 Effects of Antenna Height 
At low and medium frequencies, where wavelengths are long, it often becomes im
practicable to use an· antenna qf resonant length. The vertical antennas used at those 
frequencies are too short electrically. This. creates situations which will be discussed 
next. 

Top loading The _actual antenna height should be at least a quarter-wavelength, but 
where this is not possible, the effective height should correspond to A/4. An antenna 
much shorter than this is not an efficient radiator and has a poor input impedance with a 
low resistance and a large capacitive reactance component. The input impedance·,at the 
base of a ,\/8 Marconi antenna is only about (8 - j500) .0,, With this low value of 
radiation resistance, antenna efficiency is low. Because of the large capacitive compo
nent, matching to the feeder transmission line is difficult. This second problem can be 
partly overcome by an inductance placed in series with the antenna. This does not 

Ground Metal 

FIGURE 9-15 Radial ground system for vertical antenna systems. 
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FIGURE 9-16 Top loading. 
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increase the resistive component of the impedance but does effectively lengthen the 
antenna. 

A good method of increasing radiation resistance is to have a horizontal portion 
at the top of the antenna. The effect of such top loading, as shown in Figure 9-16; is 
to increase the current at the base of the antenna, and also to make the current distribu
tion more uniform. Top J.,ading may take the form of a single horizontal piece, result
ing in the inverted-Land T antennas of Figure 9-16. It may also take the form of a "top 
hat,'' as shown in Figure 9-17. The top hat also has the effect of adding capacitance in 
series with the antenna, th~s reducing its total capacitive input reactance. 

The radiation pattern of ·a top-loaded antenna is similar to that of the basic 
Marconi, because the current distribution is almost the same, as shown in Figure 9-16. 
Since the current in the horizontal portion is much smaller than in the vertical part, the 
antenna is still .considered to be vertically polarized. More often than not, the decision 
as to what type of top load to use and how much.of it to have is dictated by the facilities 
available and costs, rather than by optimum design factors. We might add that design 
in this case is often inspired guesswork, especially in the case-of top-loaded tapering 
towers. 

Optimum length When considering MF (medium-frequency) antennas, we should 
•note that there are times when an antenna is too tall. Figure 9-14 reveals this. An 
antenna whose height is a wavelength is useless for ground-wave.propagation, because 
it radiates nothing along the ground. An optimum height must exist somewhere be
tween "too shoit" and a full wavelength. A further check of Figure 9-14 reveals that 
the horizontal field strength increases with height, up to about 5/s A. Unfortunately, 
when the height of the antenna exceeds A/2, other lobes are formed. Depending on 
their strength and angle, their interaction will cause objectionable sky-wave interfer
ence. This holds true for all vertical radiators taller than about 0.53 A, so that this 
height is not exceeded in practice for a11tennas used in ground-wave propagation. 

Effective length The term effective electrical length has been used on a number of 
occasions and must now be explained. It refers to the fact that antennas behave as 
though (electrically) they were taller than their physical height. The first reason for this 
is the effect of top loading. The second reason is generally called end effects, the result 
of physical antennas having finite thickness, instead of being infinitely thin. In conse
quence, the propagation velocity within the antenna is some 2 to 8 percent less than in 
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FIGURE 9-17 Antenna mast with "top hat." (Courtesy of the Australian Telecommunications 

Commission.) 

free space, so that the wavelength within the antenna is shorter by the same amount. 
The antenna thus appears longer than if wavelength had been calculated on the basis of 
velqcity in free space. Finally, if the cross section of the antenna is nonuniform, as in 
tapered towers, this last situation is further complicated. 

For all the preceding reasons, it is standard procedure to build these antennas 
slightly taller than need·ed and then to trim them down to size. This procedure is 
generally more effective than length calculation or from charts available in antenna 
handbooks and can be accomplished by using an. SWR meter and' a. trimming tool. 
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9~5 ANTENNA COUPLING AT MEDIUM FREQUENCIES 

Low- and medium-frequency antennas are the ones least likely to be of resonant effec
tive heiglit and are therefore the least likely to have purely resistive input impedances. 
This precludes the connection of such an antenna directly, or via transmission line, to 
the output tank circuit of a transmitter. Some sort of matching network will have to be 
used. 

9-5 .1 General Considerations 
A coupling network, or antenna coupler, is a network composed of reactances and 
transformers, which may be lumped or distributed. The coupling network is said to 
provide impedance matching and is employed for any or all of the following reasons: 

1. To tune out the reactive component of the antenna impedance, making the imped
ance appear resistive to the transmitter; otherwise detuning will take place when 
the antenna is connected. This function involves the provision of variable reac
tances. 

2. To provide the transmitter (and also transmission line, if used) with the correct 
value of load resistance. This involves having one or more adjustable transform
ers. 

3. To prevent the illegal radiation of spurious frequencies from the system· as a 
whole. This function requires the presence of filtering, generally low-pass, since 
the spurious frequencies are most likely to be harmonics of the transmitter's fre
quency. 

It should be noted that the first two functions apply to low- and medium
frequency transmitters. The last requirement applies equally at all frequencies. One 
other consideration sometimes applies, specifically to transmitters in which the output 
tank is series-fed and single-tuned. Here the antenna coupler must also prevent the de 
supply from reaching the antenna. If this is not done, two serious problems will arise; 
antenna insulation difficulties and danger to operators. The danger will be caused by 
th~ fact that, where RF burns are serious and painful, those coming from the de 
high-voltage supply to the power amplifier are fatal. 

9-5.2 Selection of Feed Point 
The half-wave dipole antennas presented SQ far have mostly been drawn with the 
feeding generator connected to the center. Although many practical antennas are fed in 
this way, the arrangement is by no means essential. The point at which a particular 
antenna is fed is determined by several considerations, of which perhaps the most 
important is the antenna impedance. This varies from point to point along the.antenna, 
so that some consideration of different options is necessary. 

Voltage and current feed When a dipole has an effective length that is resonant 
(equal to physicar length), the impedance at its center will be purely resistive. This 
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impedance will be high if there is a current node at the center, a~ with :a full-wave
length antenna, or low if there is a voltage node at the center, as with a half-wave 
dipole. An antenna is said to be current-fed if it is fed at a point ofcurrent maximum. A 
center-fed half-wave dipole or Marconi antenna is current-fed. A center,fed full-wave 
antenna is said to be vo/tagefed. 

Feed-point impedance The current is maximum in the center and ze~J>at the ends of 
a half-wave dipole in space, or a grounded quarter-wave Marconi, whereas the voltage 
is just the reverse. In a practical antenna the voltage or current values will be low (not 
zero) so that the antenna impedance will be finite at those points. We have several 
thousands of ohms at the ends, and 72 0, in the center, both values purely resistive. 
Broadcast antennas are often center-fed in practice; 72 0, being a useful impedance 
from the point of view of transmission lines. It is for this reason that antennas, although 
called grounded, are often insulated from the ground electrically. The base of the 
antenna stands on an insulator close to the ground and is fed between base and ground, 
i.e., at the center of the antelina-image system. 

9-5.3 Antenna Couplers 
Although all antenna couplers must fulfill the three requirements outlined in Section 
9-5.1, there are still individual differences among them, governed by how each an
tenna is .fed. This depends on whether a transmission line is used, whether it is bal- -
anced or unbalanced and.what value of standing-wave rat_io is caused by the antenna. 

Directly fed antennas These antennas are coupled to their transmitters without trans
mission lines, generally for lack of space. To be of use, a line connecting an antenna to 
its transmitter ought to lie at least a half-wave in length, and at least the first quarter
wave portion of it should come away at right angles to-the antenna. This may-be 
difficult to accomplish, especially at low frequencies, for shipboard transmitters or 

·those on 'tops of buildings. 
Figure 9-ISa shows the simplest method of direct coupling. The impedance 

seen by the tank circuit is adjusted by moving coil L1, or· by changing th~ number of 
turns with a traveling short circuit. To tune out the antenria reactance, either C 1 or L 1 

is shorted out, and the other component is adjusted to suit. This is the simplest coupling 
network, but by no means the best, especially, since it does nol noticeably attenuate 
harmoniCs. 

The pi ( ,r) coupler of Figure 9-_1 Sa is a much better configuration. It affords a_ 
wider reactance range and is also a low-pass filter, giving adequate harmonic suppres
sion. It will not provide satisfactory coupling if the antenna is very short, due to its 
capacitive input impedance. It is better, under those conditions, to increase the height 
of the antenna. 

Coupling with a transmission· line The requirements are similar to those already 
- discussed. Balanced lines, and therefore balanced coupling networks, are often used, 
as shown in Figure 9-19. The output tank is iuned accordingly, and facilities must be 
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FIGURE 9-18 Antenna coupling. (a) Direct coupler; (b) "'coupler. 

provided to ensure that the two legs of the coupler can be kept balanced. At higher 
frequencies distribnted components such as quarter-wave transformers and stubs can 
be. used. 

9-5.4 Impedance Matching with Stubs and Other Devices 
When the characteristic impedance of a transmissiorr line is not equal to the impedance 
of an antenna, quarter- or haif-wave stubs can be utilized as matching transformers. 
These stubs are generally constructed from a low-loss metallic material of predeter-

. mined length and are connected as shown in Figure 9-20a .. 
This method of matching the antenna to the feed line is accomplished simply by 

connecting the coax, or the twin lead, to the stub and sliding the connections up or 
down the stub until the proper SWR is indicated by a meter connected in the system. To 

L, 

· FIGURE 9-19 Symmetrical "'coupler. 
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FIGURE 9-20 (a) Stub and (b) delta matching. 

determine the characteristic impedance of the matching section, Equation (9-7) can be 
used. 

Z = Z,Z, 

where Z, = impedance of the tran;mission line 
Z, = impedance of the antenna 

(9-7) 

· It should be noted that the term reflected impedance is commonly used with these 
matching devices. 

Figure 9-20a 'shows a quarter-wave (A/4) stub acting as a matching transformer 
between a coaxial feed line and an end fed half-wave (A-2) antenna. As shown in the 
figure, when the feed line end is shorted (0 U), it is said to reflect the opposite of its 
termination impedance, each A/4, i.e., oo, which can match the high end impedance of 
the antenna. 

Another commonly used method of impedance matching, especially where cost 
may be a factor, is the delta (A) match. This method is accomplished by spreading the 
ends. of the feed line (Figure 9-20b) and adjusting the spacing until optimum perfor
mancb, is reached. This method has some disadvantages but is quick and inexpensive. 

DIRECTIONAL HIGH-FREQUENCY ANTENNAS 

HF antennas are likely to differ from lower-frequency ones for two reasons. These are 
the HF transmission/reception requireme~ts an<! the ability to meet them. Since much 
of HF communication is likely to be point-to-point, the requirement is for fairly con
centrated beams instead ·of omnidirectional radiation. Such radiation patterns are 
achievable at HF, because of the shorter wavelengths. Antennas can be constructed 
with overall dimensions of several wavelengths while retaining a manageable size. · 
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FIGURE 9-21 (a) Driven and parasitic elements in an array and (b) horizontal dipole 
turnstile, radiation pattern, and stacked array. 

9-6.1 Dipole Arrays 
An antenna ar,ray is a radiation system consistiJJ.g of grouped radiators, or elel)lents 
(Figure 9-21). These are placed close together so as to be within each other's induction 
field. They therefore interact with one another to produce a resulting radiation pattern 
·thatis the vector sum of the individual ones. Whether reinforcement. or cancellation 
talces !>lace in any giyen direction is determined not only. by the individual characteris
tics of each element, but also by the spacing between elements, as measured in wave
lengths, and the phase difference (if any) between the various feed points. By suitably 
arranging an array, it is possible to cause pattern cancellations and reinforcements of a 
nature that will result in the array's having strongly directional characteristics. Gains 
well in excess of 50 are not uncommon, especially at the top end (lf the high-frequency 
band. It is also P.ossible \o use an array to obtain an omnidirectional radiation pattern in 
the horizontal plane, as with turnstile arrays (Figure 19-2lb) used for television broad
casting. It is generally true to say that HF arrays are more likely to be used to obtain 
directional behavior rather than to create omnidirectional patterns. 

Parasitic elements · Ii is not necessary for all the elements of an array to be connected 
to the output of the transmitter, although this does, in fact, happen in quite a number of 
arrays. A radiaiing element so connected is called a driven element, whereas an ele
ment not connected is called a parasitic element. Such a parasitic element receives 
energy through the induction field created by a driven element, rather than by a direct 
connectiori'tO the transmission line. As a generalization, a parasitic element longef thc:in 
the driven one and close fo it reduces signal strength in its own direction and increases 
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(a) (b) 

FIGURE 9-22 (a) Broadside array and (b) conceptualized radiation pattern. 

it in the opposite direction. It acts in a manner similar to a concave mirror in optics and 
is called a reflector (Figure 9-21). A parasitic element shorter than the driven one from 
which it receives energy tends _to increase radiation in its own direction and therefore 
behaves like the convergent convex lens, which is called a director. This is illustrated_ 
in Figure 9-21. · 

The large variety of types of arrays consist as a rule of dipoles arranged in 
specific physical patterns and excited in various ways, as the conditions require. 

Broadside array Possibly the simplest array consists of a number of di11oles of equal 
size, equally spaced along a straight line (i.e., collinear), with all dipoles fed in the 
same phase from the ·same source. Such an arrangement is called a broadiide array and 
is shown in Figure 9-22, together with the resulting pattern. 
· The broadside array is strongly directional at right angles to the plane of the 

array, while radiating very little in the plane. The name comes from the naval term 
broadside. If some point is considered along the line perpendicular to the plane of the 
array, it is seen that this distant point is virtually equidistant from all the dipoles 
forming the array. The individual radiations, already quite strong'in that direction, are 
reinforced. In the direction of the plane, however, there is little radiation, because the 
dipoles do not radiate in the direction in which they point, and because of cancellation 
i.n the direction of the line joining the center. This happens because any distant point 
along that line is no longer equidistant from all the dipoles, which will therefore cancel 
each other's radiation in that direction (all the more so if their separation is A/2, which· 

.. it very often "is). 
Typical antenna lengths in the broadside array are from 2 to 10 wavelengths, 

typical spacings are A/2 or A, and dozens of elements may be used in the one array .. 
Note that any array that is directional at right angles to the plane of the array is said to 
have broadside action. 

End-fire array The physical arrangement of the end-fire array is almost the same as 
that of the broadside ·array. However, although the magnitude of the current in each 
element is still the s~me as in every other element, there is now a phase difference 
between these currents. This is progressive from left to right in Figure 9-23, as there is 
a phase lag between the succeeding elernents equal in hertz to their spacing in wave
lengths. The pattern of the end-fire array, as shown is quite different from that of the 
broadside array. It is in. the plane of the array, not at right angles to it, and is unidirec-
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(a) (b) 

FIGURE 9-23 (a) End-fire array and pattern anJ (b) conceptualized radiation. 

tional rather than bidirectional. Note that any array with that pattern arrangement is 
said to have end-fire action. 

There is no radiation at right angles to the plane of the array because of cancel
lation. A point along the line perpendicular to the plane of the array is still equidistant 
from all the elements, but now the first and third dipoles are fed out of phase and 
therefore cancel each other's radiation, as do the second and fourth dipoles, and so on. 
With the usual dipole spacing of A/4 or 3A/4, not only will there be cancellation at right 
angles to the plane of the array, as just described, but also in the direction from right to 
left in Figure 9~23. Not only is the first dipole closer by A/4 to some distant point in 
that direction (so that its radiation is 90° ahead of that from the second dipole) but it 
also leads the second dipole by 90°, again by virtue of the feed method. The radiations 
from the first two dipoles will be 180° out of phase in this direction and will cancel, as 
will the radiations from the third and fourth dipoles, and so on. In the direction from 
left to right, the physical phase difference between the dipoles is made up by the phase 
difference in feeding. Therefore addition takes place, resulting in strong unidirectional 
radiation. 

Both the end-fire and broadside arrays are called linear, and both are resonant 
since they consist of resonant elements. Similarly, as with any high Q resonant circuit, 
both arrays: have a narrow bandwidth, which makes each of them particularly suitable 
for single-frequency transmission, but not so useful for reception where the require
ment is generally the ability to receive over a wide frequency range. 

9-6.2 Folded Dipole and Applications 
As shown in Figure 9-24, the folded dipole is a single antenna, but it consists of two 
elements. The first is fed directly while the second is coupled inductively at the ends. 
The radiation pattern of the folded dipole is the same as that of a straight dipole, but iis 
input impedance is greater. This may be shown by noting (Figure 9-24) that if the total 
cu.rrent fed in is/ and the two arms have equal diameters, then the current in each arm 
is 112. If this had been a straight dipole, the total would have flowed in the first (and 
only) arm. Now with the same power applied, only half the current flows in the first 
arm, and thus the input impedance is four times that of the straight dipole. Hence 
R, = 4 x 72 = 288 !1 for. a half-wave folded dipole with equal diameter arms. 

i 
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FIGURE 9-24 Folded dipole. 
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If elements of unequal diameters are used, transformation ratios from 1.5 to 25 
are practicable, and if greater ratios are required, more arms can be used. Although the 
folded dipole has the same radiation pattern as the ordinary dipole, 'it-has many advan
tages: its higher input impedance and its greater bandwidth (as explained in Section 
9-8), as well as ease and cost of construction and impedance matching. 

The Yagi-Uda antenna A Yagi-Uda antenna is an array consisting of a driven ele
ment and cine or more parasitic elements. They are arranged collinearly and close 
together, as shown in Figure 9-25, together with the optical equivalent and the radia-
tion pattern. , 

Since it is relatively unidirectional, as the radiation patte~ shows, an~ has a 
moderate gain in the vicinity of 7 dB, the Yagi antenna is used as .an HF transmitting 
antenna. It is also employed at higher frequencies, particularly as a VHF television 
receiving antenna. The back lobe of Figure 9-25b may be reduced, and thus thefront
to-back ratio of the antenna improved, by bringing the radiators closer. However, this 
has the adverse effect of lowering the input impedance of the array, so that the separa
tion shown, 0. J,\, is an optimum value. 

Reflector 

Driven 
element 

Director 

Radiation pattern 

(a) 

Cb) 

FIGURE 9-25 Yagi antenna. (a) .Antenna and pattern; (b) op_tical. equivalent. 
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The precise effect of the parasitic element depends on its distance and tuning, 
Le., on the magnitude and phase of the current induced in it. As already mentioned, a 
parasitic element resonant at a lower frequency than the driven element (i.e., longer) 
will act as a mild reflector, and a shorter parasitic will act as a mild "director" of 
radiation. As a parasitic element is brought closer to the driven element, it will load the 
driven element more and reduce its input impedance. This is perhaps the main reason 
for the almost invariable use of a folded dipole as the driven element of such an array. 

The Yagi antenna admittedly does not have high gain, but it is very compact, 
relatively broadband because of the folded dipole used and has quite a good unidirec
tional radiation pattern. As used in practice, it has one reflector and several directors 
which are either of equal length or decreasing slightly away from the driven element. 
Finally, it must be mentioned that the folded dipole, along with one or two other 
antennas, is sometimes called a supergain antenna, because of its good gain and 
beam width per unit area of array. 

9-6.3 Nonresonant Antennas-The Rhombic 
A major requirement for HF is the need for a multiband antenna capable of operating 
satisfactorily over most or all of the 3- to 30-MHz range, for either reception or 
transmission. One of the obvious solutions is to employ an array of nonresonant anten

. nas, whose characteristics will not change too drastically over this frequency range. 
A very interesting and widely used antenna array, especially for point-to-point 

coinmunications, is shown in Figure 9-26. This is the rhombic antenna, which consists 
of nonresonant elements arranged differently from any previous arrays. It is a planar 
rhombus which may be thought of as a piece of parallel-wire transmission line bowed 
in the middle. The lengths of the (equal) radiators vary from 2 to 8 A, and the radiation 
angle, q,, varies from 40 to 75°, being mostly determined by the leg length. 

The four legs are considered as nonresonant antennas. This is achieved by 
treating the two sets as a transmission line correctly terminated in its characteristic 
impedance at the far end; thus only forward waves are present. Since the termination 
absorbs some power, the rhombic antenna must be terminated by a resistor which, for 
transmission, is capable of absorbing about one-third of the power fed to the antenna. 
The terminating resistance is often in the vicinity of 800 .{1 and the input impedance 
varies from 650 to 700 n. The directivity of the rhombic varies from about 20 to 90°, 
increasing with leg length up to about 8 A. However, the power absorbed by the 

R, 

• 

Radiation pattern 
in plane of antenna 

FIGURE 9-26 Rhombic antenna and radi.ation patterns. 
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termination must be taken into account, so that the power gain of this antenna ranges 
from about 15 to 60°. The radiation pattern is unidirectional as shown (Figure 9-26). 

Because the rhombic is nonresonant, it does not have to be an integral number 
of half-wavelengths long. It is thus a broadb"Jld antenna, with a frequency range at 
least 4: I for both input impedance and radiation pattern. The rhombic is ideally suited 
to HF transmission and reception and is a very popular antenna in commercial point-to
point communications. 

UHF AND MICROWAVE ANTENNAS 

Transmitting and receiving antennas designed for use in the UHF (0.3-3 GHz) and 
microwave (1-100 GHz) regions tend to be directive-some highly so. This condition 
results from a combination of factors, of which the first is undoubtedly feasibility. The 
dimensions of an antenna must generally be several wavelengths in order for it to have 
high gain. At the frequencies under discussion, antennas need not be physically large 
to have multiple-wavelength dimensions, and consequently several arrangements and 
concepts are possible which might have been out of the question at ·1ow'er frequencies. 
A number of UHF and microwave applications, such as radar, are in the direction
finding and measuring field, so that the need for directional antennas is widespread. 
Several applications, such as microwave communications links, are essentially point
to-point services, often in areas in which interference between variouS services must be · 
avoided. The use of directional antennas greatly helps in this regard. As frequencies 
are raised, the performance of active devices deteriorates. That is to say, the maximum 
achievable power from output devices falls off, whereas the noise of receiving devices 
increases. It can be seen that having high-gain (and therefore directional) antennas 
helps gre_atly to overcome these problems. 

The VHF region, spanning the 30-300 MHz frequency range, is an "overlap" 
region. Some of the HF techniques so far discussed can be extended into the VHF 
region, and some of the UHF and microwave antennas about to be discussed can also 
be used at VHF. It should be noted that the majority of antennas discussed in Section 
9-8 are VHF antennas. One of the most commonly seen VHF antennas used around the 
world is the Yagi-Uda, most often used as a TV receiving antenna. 

9-7 .1 Antennas with Parabolic Reflectors 
The parabola is a plane curve, defined as the locus of a point which moves so that its 
distance from another point (called the focus) plus its distance from a straight line 
(directrix) is constant. These geometric properties yield an excellent microwave or 
light reflector, as will be seen. 

Geometry of the parabola Figure 9-27 shows a parabola CAD whose focus is at F 
and whose axis is AB. It follows from the definition of the parabola that 

FP + PP' = FQ + QQ' = FR + RR' = k. (9-8) . 
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FIGURE 9-27 Geometry of the parabola .. 

/ where k = a constant, which may be changed if a diffe,ent shape of parabola is 
required 

AF = focal length of the parabola 

Note that the .ratio of the focal length to the mouth diameter (AF/CD) is called 
the aperture of the parabola, just as in camera lenses. 

Consider a source of radiation placed at the focus. All waves coming from the 
source and reflected by the parabola will have traveled the same distance by the time 
they reach the directrix, no matter from what point on the parabola they are reflected. 
All such waves will be in phase. As a result, radiation is very strong and concentrated 

· along the AB axis, but cancellation will take place in any other direction, because of 
path-length differences. The parabola is seen to have properties that lead to the produc
tion of concentrated beams of radiation. 

A practical reflector employing the properties of the parabola will be a three
dimensional bowl-shaped surface, obtained by revolving the parabola about the axis 
AB. The resulting geometric surface is the paraboloid, often called a parabolic reflec
tor or microwave dish. When it is used for reception, exactly the same behavior is 
manifested, so that this is also a high-gain receiving directional antenna reflector. Such 
behavior is, of course, predicted by the principle of reciprocity, which states that the 
properties of an antenna are independent of whether it is used for transmission or 
reception. The reflector is directional for reception because only the rays arriving from 
the BA direction, i.e.,. normal to the directrix, are brought together at the focus. On the 
other hand, rays from any other direction are canceled at that point, again owing to 
path-length differences. The reflector provides a high gain because, like the mirror of 
a reflecting telescope, it collects radiation from a large area and concentrates it all·at 
the focal point. 

Properties of paraboloid reflectors The directional pattern of an antenna using a 
paraboloid reflector has a very sharp main lobe, surrounded by a nimiber of minor 
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lobes which are much smaller. The three-dimensional shape of the main I.obe is like 
that of a fat cigar (Figure 9-27), in the direction AB. If the primary, or feed, antenna is 
nondirectional, then the paraboloid will produce a beam of radiaiion whose width is 
given by the formulas. 

cf, = 70A 
D 

cf>o\ = 2cf, 

where A = wavelength, m 

cf, = beamwidth between half-power points, degrees 

cf,0 = beamwidth between nulls, degrees 

D = mouth diameter, m 

(9-9) 

(9-9') 

I 
Both equations are simplified versions of more complex ones, but they apply 

accurately to large apertures, that is, large ratios of mouth diameter to wavelength. 
They are thus accurate for small beamwidths. Although Equation (9-9') is fairly uni
versal, Equation (9-9) contains a restriction. It applies in the specific, but, common, 
case of illumination whienfalls away uniformly from the center to the edges of the 
paraboloid reflector. This decrease away from the center is such that p0wer density at 
the edges of the reflector is IO dB down ori the power density at its center. There are 
two. reasons for such a decrease in illumination: (I) No primary antenna can be truly 
isotropic, so that some reduction in power density at tlie·edges must be accepted. (2) 
Such a uniform decrease in illumination has the beneficial effect of reducing the 
strength of minor lobes. Note t!Jat the whole area of the reflector is illuminated, despite 
the decrease toward the edges. If only half the area of the reflector were illuminated, 
the reflector might as well have been only half the size in the first place. 

y 

" 
1 EXAMP~E 9-4 Calculate. the beamwidth betvleen nulls of~ 2clll,,~li\>Ioid ~1lekii>r ! 

used at 6 GHz. Note: Such reflectors are often used at that frequency~ an1¢_~~,10, 
outside broadcast television microwave links. ·· 

SOLUTION 

.,. _ 2 70,\ _ 140 0.05 .,..- XD- x-2-

= 3.5° 

The gain of an antenna using a paraboloid reflector is influenced by the aperture 
ratio (DIA) and the uniformity (or otherwise) of the illumination. If the antenna is 
lossless, and its illumination falls away to the edges as previously discussed, then the 
power gain, as ,a good approximation, is given by · 

A = 6(D)2 
P A (9~10) 



284 ELECTRONIC COMMUNICATION SYSTEMS 

where Ap = directivity (with respect to isotropic antenna) 

GP = power gain if antenna is lossless 

D = mouth diameter of reflector, m 

It will be seen later in this section how this relationship is derived from a more 
fundamental one. It is worth pointing out that the power gain of an antenna with a 
uniformly illuminated paraboloid, with respect to a half-wave dipole, is given by a 
formula approximately the same as Equation (9-10). 

· EXAMPl,E ,:_{ q,Jculate the gam of 
' ' "'"'''',•-·.:, ·,· '),;-<,,; <-,"; .:·. 

i SOI..UT10N .· · · . . . • 
: ~ •• ~6(~)' 1J(~i::~ 

Example 9-5 shows that the effective radiated power (ERP) of such an antenna 
would be 9600 W if the actual power fed to the primary antenna were I W. The ERP is 
the product of power fed to the antenna and its power gain. It is seen that very large 
gains and narrow beamwidths are obtainable with paraboloid reflectors-excessive 
size is the reason why they are not used at lower frequencies, such as the VHF region 
occupied by television broadcasting. In order to be fully effective and useful, a parabo
loid must have a mouth diameter of at least 10 A. At the lower end of the television 
band, at 63 MHz, this diameter would need to be at least 48 m. These figures illustrate 
the. relative ease of obtaining high directive gains from practical microwave antennas. 

Feed mechanisms The primary antenna is placed at the focus of the paraboloid for 
best results in transmission or reception. The direct radiation from the feed, which is 
not reflected by the paraboloid, tends to spread out in all directions and hence partially 
spoils the directivity. Several methods are used to prevent this, one of them being the 
provision of a small spherical reflector, as shown in Figure 9-28, to redirect all such 

Paraboloid 
reflector 

Spherical reflector 

FIGURE 9-28 Center-fed paraboloid reflector-with spherical shell. 

'I \ 
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FIGURE 9-29 Paraboloid reflector with horn feed. (Courtesy of the Andrew Antennas of Aus· 
tralia.) 

'radiation back to the paraboloid. Another method is to use a small dipole array at the 
focus, such as a Yagi-Uda or an end-fire array, pointing at the paraboloid reflector. 

, Figure 9-29 shows yet another way of dealing with the problem. A horn an-
tenna (to be discussed in Section 9-7.2) pointing at the main reflector. It has a mildly 
directional pattern, in the direction in which its mouth points. Direct radiation from the 
feed antenna is once again avoided. It should be mentioned at this point that, although 
the feed antenna and its reflector obstruct a certain amount of reflection from the 
paraboloid when they are placed at its focus, this obstruction is slight indeed. For 
example, if a 30-cm-diameter reflector is placed at the center of a 3-m dish, simple 
arithmetic shows 'that the area obstructed is only I percent of the total. Similar reason
ing is applied to the horn primary, which obscures an equally small proportion of the 
total area. Note that in conjunction with Figure 9-29, that the actual horn is not shown 
here, but the bolt-holes in the waveguide flange indicate where it would be fitted. 

Another feed method, the Cassegrainfeed, is named after an early-eighteenth
century astronomer and is adopted directly from astronomical reflecting telescopes; it 
is illustrated in Figures 9-30 and 9-31. It uses a hyperboloid secondary reflector. One 
of its foci coincides with the focus of the paraboloid, resulting in the action showit~for 
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FIGURE 9-30 Geometry of the Cassegrain feed. 

transmission) in Figure 9-30. The rays emitted from the feed horn antenna are reflected 
from the paraboloid mirror. The effect on the main paraboloid reflector being the same 
as that of a feed antenna at the focus. The main reflector then collinates (renders 
parallel) the rays in the usual manner. 

The Cassegrain feed is used when it is desired to place the primary antenna in 
a convenient position and to shorten the lel)gth of the transmission line or waveguide 
connecting the receiver (or transmitter) to the primary. This requirement often applies 
to low-noise receivers, in which the losses in the line or waveguide may not be toler
ated, especially over lengths which may exceed 30 min large antennas. Another solu
tion to the problem is to place the active part of the transmitter or receiver at the focus. 
With transmitters this can almost never be done because of their size, and it may also 
be difficult to place the RF amplifier of the receiver there. This is either because of its 
size or because of the need for cooling apparatus for very low-noise applications (in 
w\lich case the RF amplifier may be small enough, but the ancillary equipment is not). 
Such placement of the RF amplifier causes servicing and replacement difficulties, and 
the Cassegrain feed is often the best solution. 

As shown in Figure 9-30, an obvious difficulty results from the use of a second
ary reflector, namely, the obstruction of some of the radiation from the main reflector. 
This is a problem, especially with small reflectors, because the dimensions of the 
hyperboloid are determined by its distance from the horn primary feed and the mouth 
diameter of the horn itself, which is governed by the frequency used. One of the ways 
of overcoming this obstruction is by means of a large primary reflector ( which is not 
always economical or desirable), together with a horn placed as close to the 
subreflector as possible. This is shown in Figure 9-31 and has the effect of reducing the 
required diameter of the secondary reflector. Vertically polarized waves are emitted by 
the feed, are reflected back to the main mirror by a hyperboloid consisting of vertical 

' ' ' 
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FIGURE 9-31 27 .5-m 'paraboloid reflector with Cassegrain feed. (Courtesy of Overseas Tele
commullications CommisSion, Australia.) 

bars and have their polarization twisted by 90° by a mechanism at the surface of the 
paraboloid. The reflected waves are now horizontally polarized and pass freely through 
the vertical bars of the secondary_ mirror. 

Other parabolic reflectors The full paraboloid is not the only practical reflector that 
utilizes the properties of the parabola. Several others exist, and three o( the most 
common are illustrated in Figure 9-32. Each of them has an advantage over the full 
paraboloid in that it is much smaller, but in each instance the price paid is that the beam 
is not as directional in one of the planes as that of the paraboloid. With the pillbox 
reflector, the beam is very narrow horizontally, but not nearly so directional vertically. 
First appearances might indicate that this is a very serious disadvaqtage, but there are a 
number of applications where it does not matter in the least. In ship-to-ship r~dar; for 
instance, azimuth directivity must be excellent, but elevation selectiVity is immaterial
another ship is bound to be on the surface of the ocean! 
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(a) (b) (c) 

FIGURE 9-32 Parabolic rellectors. (a) Cut paraboloid; (b) paraboloid cylinder; (c) "pill
box." 

Another form of the cut paraboloid is shown in Figure 9-33, in cross section. 
This is the offset paraboloid reflector, in which the focus is located outside the aperture 
(just below it, in this case).- If an antenna feed is now placed at the focus, the reflected 
and collimated rays will pass harmlessly above it, removing any interference. This 
method is often used if, for some reason, the feed antenna is rather large compared 
with the reflector. 

A relatively recent development of the offset reflector is the torus antenna, 
similar to the cut paraboloid, but parabolic along one axis and circular along the other. 
By placing several feeds at the focus point, it is possible to radiate or receive several 
beams simultaneously, to or from the (circular) geostationary satellite orbit. The first 
torus antenna for satellite communications came into service in Anchorage, Alaska, in 
1981. The 10-m antenna installed there is capable ofreceiving signals from up to seven 
satellites simultaneously. 

Two other fairly common reflectors which embody the parabolic reflector exist: 
the hoghorn and the Cass-horn. They will both be discussed with other horn antennas. 

Shortcomings and difficulties The beam from an antenna with a paraboloid reflector 
should be a narrow beam, but in practice contains side lobes. These have several 
unpleasant effects. One is the presence of false echoes in radar, due to reflections from 
the direction of side lobes (particularly from nearby objects). Another problem is the 
increase in noise at the antenna terminals, caused by reception from sources in a 
direction other than the main one. This can be quite a nuisance in low-noise receiving 
systems, e.g .. radioastronomy. ,-. .;_~· 

There are a number of causes for this behavior, the first and m~st obvious being 
imperfections in the reflector itself. Deviations from a true paraboloidal shape should 
not exceed one:sixteenth of a wavelength. Such tolerances may be difficult to achieve 
in large dishes whose surface is a network of wires rather than a smooth, continuous 
skin. A mesh surface is often used to reduce wind loading on the antenna and extra , 
strain on the supports and also to reduce surface distortion caused by uneven wind 
force distribution over the surface. Such surface strains and distortion cannot be elimi
nated completely and will occur as a large dish is pohited in different directions .. 

Diffraction is another cause of side lobes and will occur around the edges of the 
paraboloid, producing interference as described in the preceding chapter. This is the 

' ' ' ' ;· '\ 
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FIGURE 9-33 Offset paraboloid reOector. 
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reason for having reflectors with a mouth diameter preferably in excess of 10 wave
lengths. Some diffraction may also be caused by the waveguide horn support, as in 
Figure 9-29, or the quadripod supports of the secondary reflector in Figure 9-31. 

The finite size of the primary antenna also influences the beamwidth of anten
nas using paraboloid reflectors. Not being a true point source, the feed antenna cannot 
all be located at the focus. Defects known as aberrations are therefore produced. The 
main lobe is broadened and side lobes are reinforced. Increasing the aperture of the 
reflector, so that the focal length is about one-quarter of the mouth diameter, is of some 

. help here. So is the use of a Cassegrain feed, which partially helps to concentrate the 
radiation of the feed antenna to a point. 

The fact that the primary antenna does not radiate evenly at the reflector will 
also introduce distortion. If the primary is a dipole, it will radiate more in one plane 
than the other, and so the beam from the reflector will be somewhat flattened. This 
may'be avoided by the use of a circular horn as the primary, but difficulties arise even 
he,-e. This is because the complete surface of the paraboloid is not uniformly illumi
natkd, since there is a gradual tapering of illumination toward the edges, which was 
me~tioned in connection with Equation (9-10). This has the effect of giving the an-
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tenna a virtual area that is smaller than the real area and leads, in the case of receiving 
antennas, to the use of the term capture area. This is the effective receiving area of the 
parabolic reflector and may be calculated from the power received and its comparison 
with the power density of the signal being received. The result is the area of a fully and 
evenly illuminated paraboloid required to produce that signal power at the primary. 
The capture area is simply related to the actual mouth area by the expression 

Ao= kA 

where A0 = capture area 

A = actual area 

(9-11) 

k = constant depending on the antenna type and configuration = 0.65 
(approximately) for a paraboloid fed by a half-wave dipole 

Equation (9-11) may be used to indicate how Equation (9-10) is derived from a 
more fundamental relation, 

4,rA0 4,rkA A=--=--
P ,\2 ,\2 

Substituting for the area of the paraboloid mouth, we have 

A = 4,rk(,rD2!4) = ,r2kD2 = 0.651r2(!!...)2 = 6.4(!!...)2 
P ,\2 ,\2 ,\ ,\ 

=6(~r 

9-7.2 Horn Antennas 

(9-10') 

(9-10) 

As we will see in the next chapter, a waveguide is capable of radiating energy into open 
space if it is suitably excited at one end and open at the other. This radiation is much 
greater than that obtained from the two-wire transmission line described at the begin
ning of this chapter, but it suffers from similar difficulties. Only a small proportion of 
the forward energy in the waveguide is radiated, and much of it is reflected back by the 
open circuit. As with the transmission line, the open circuit is a discontinuity which 
matches the waveguide very poorly to space. Diffraction around the edges will give the 
radiation a poor, nondirective pattern. To overcome these difficulties, the mouth of the 
waveguide may be opened out, as was done to the transmission line, but this time an 
electromagnetic horn results instead of the dipole. 

Basic horns When a waveguide is terminated by a horn, such as any of those shown 
in Figure 9-34, the abrupt discontinuity that existed is replaced by a gradual transfor
mation. Provided tha\ impedance matching is correct, all the energy traveling forward 
in the waveguide will n,bw be radiated. Directivity will also be improved, and diffrac
tion reducbd. 

There are several possible horn configurations; three of the most common are 
shown ·he~e. The sectoral horn flares out in one direction only and is the equivalent of 



ANTENNAS 291 

(a) 
(c) 

FIGURE 9-34 Horn antennas. (a) Sectoral; (b) pyramidal; (c) circular. 

the pillbox parabolic reflector. The pyramidal horn flares out in both directions and has 
the shape of a truncated pyramid. The conical horn is similar to it and is thus a logical 
termination for a circular waveguide. If the.flare angle </> of Figure 9-34a is too small, 
resulting in a shallow horn, the wavefront leaving the horn will be spherical rather than 
plane, and the radiated beam will not be directive. The same applies to the two flare 
angles of the pyramidal horn. If the </> is too small, so will be the mouth area of the 
horn, and directivity will once again suffer (not to mention that diffraction is now more 
likely). It is therefore apparent that the flare angle has an optimum value and is closely 
related to the length L of Figure 9-34a, as measured in wavelengths. 

In practice,</> varies from 40° when LIA= 6, at which the_beamwidth in the 
plane of the horn in 66° and the maximum directive gain is40, to 15° when LIA= 50, 
for which beamwidth is 23° and gain is 120. The use of a pyramidal or conical horn 
will improve overall directivity because flare is now in more than one direction. In 
connection with parabolic reflectors, this is not always necessary. The horn antenna is 
not nearly as directive as an antenna with a parabolic reflector, but it does have quite 
good directivity, an adequate bandwidth (in the vicinity of JO percent) and simple 
mechanical construction. It is a very convenient antenna to use with a waveguide. 
Simple horns such as the ones shown (or with exponential instead of straight sides) are 
often employed, sometimes by themselves and sometimes as primary radiators for 
paraboloid reflectors. 

Some conditions dictate the use of a short, shallow horn, in which case the 
wavefront leaving it is curved, not plane·as so far considered. When this is unavoida
ble, a dielectric lens may be employed to correct the curvature. Lens antennas are 
described in the next section. 

Special horns There are two antennas in use which are rather difficult to classify, 
since each is a cross between a horn and a parabolic reflector. They are the Cass-horn 
and the triply folded horn reflector, the latter more commonly called the hoghorn 
antenna. 



292 ELECTRONIC COMMUNICATION SYSTEMS 

(a) 

---,--4-___ _J 

(b) Bottom parabolic s·urface 

FIGURE 9-35 Cass-horn antenna. (a) Large Cass-horn for satellite communication (Cour
tesy of Overseas Telecommunications Commission, Australia); (b) feeding the Cass-horn. 

In the-Cass-horn antenna, radio waves are collected by the large bottom surface 
. shown in Figure 9-35, which is slightly (parabolically) curved, and are reflected up

ward at an angle of 45°. Upon hitting the top surface, which is a large hyperbolic 
cylinder, they are reflected downward to the focal point which, as indicated in Figure 
9-35b, is situated in the center of the bottom surface. Once there, they are collected by 
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FIGURE 9-36 Hoghorn antenna .. (a) Perspective view; (b) ray paths. 

the conical horn placed at the focus. In the case of transmission the exact reverse 
·happens. 

This type of horn reflector antenna has a gain and beamwidth comparable to 
those of a paraboloid reflector of the same diameter. Like the Cassegrain feed, after 
which it is named, it has the geometry to allow the placement of the receiver ( or 
transmitter) at the focus, this time without any obstruction. It is therefore a low-noise 
antenna and is used in satellite tracking and communications stations. The one shown 
comes from such a station in Camarvon (Western Australia). 

The hoghorn antenna of Figure 9-36 is another combination of paraboloid and 
horn. It is a low-noise microwave antenna like the Cass-horn and has similar applica
tions. It consists of a parabolic cylinder joined to a pyramidal horn, with rays emanat
ing from, or being received at, the apex of the horn. An advantage of the hoghorn 
antenna is that the receiving point does not move when the antenna is rotated about its 
axis. 

9. 7 .3 Lens Antennas 
The paraboloid reflector is one example of how optical principles may be applied to 
microwave antennas, and the lens antenna is yet another. It is used as a collimator at 
frequencies well in excess of 3 GHz and works in the same way as a glass lens used in 
optics. 

Principles Figure 9.37 illustrates the operation ·of a dielectric lens antenna. Looking 
at it from the optical point of view, as in Figure 9-37a, we see that refraction takes 
place, and the rays at the edges are refracted more than those near the center. A 
divergent beam is collimated, as evidenced by the fact that the rays leaving the lens are 
parallel. It is assumed that the source is at the focal point of the lens. The reciprocity of 
antennas is nicely illustrated. If a parallel beam is received, it will be converged for 
reception at the focal point. Using an electromagnetic wave approach, we note that a 



294 ELECTRONIC COMMUNICATION SYSTEMS 

Collimated rays 

Sourc 

Radiating 
Lens 

So"'~~; )~t,it Ii 
C"NedJ~ll 

wavefront lens 
rays 

(al (bl 

FIGURE 9-37 Operation of the lens antenna. (a) Optical explanation; (b) wavefront ex
planation. 

curved wavefront is present on the source side of the lens. We know that a plane 
wavefront is required on the opposite side of the lens; to ensure a correct phase rela
tionship. The function of the lens must therefore be to straighten out the wavefront. 
The lens does this, as shown in Figure 9-37b, by greatly slowing down the portion of 
the wave in the center. The parts of the wavefront near the edges of the lens are slowed 
only slightly, since those parts encounter only a small thickness ·of the dielectric mate
rial in which velocity is reduced. Note that, in order to have a noticeable effect on the 
velocity of the wave, the thickness of the lens at the center must be an appreciable. 
number of wavelengths. 

Practical considerations Lens antennas are often made of polystyrene, but other 
materials are also emp!oyed. All suffer from the same problem of excessive thickness 
at frequencies below about 10 GHz. Magnifying glasses (the optical counterparts) are 
in everyday use, but what is not often realized is how thick they are when compared to 
the wavelength of the "signal" they pass. The thickness in the center of a typical 
magnifying glass may well be 6 mm, which, compared to the 0.6-JLm wavelength of 
yellow light, is exactly 10,000 wavelengths! Dielectric antenna lenses do not have to 
be nearly as thick, relatively, but it is seen that problems with thickness and weight can 
still arise. 

Figure 9-38 shows the zoning, or stepping, of dielectric lenses. This is often 
used to cure the problem of great thickness required of lenses used at lower microwave 
frequencies or for strongly curved wavefronts. Not only would the lens be thick and 
heavy without zoning, but it would also absorb a large proportion of the radiation 
passing through it. This is because any dielectric with a large enough refractive index 
must, for that very reason, absorb a lot of power. 

The function of a lens is to ensure that signals are in phase after they have 
passed through it. A stepped lens will ensure this, despite appearances. What happens 
simply is that the phase difference between the rays passing through the center of the 
lens, and those passing through the adjacent sections, is 360° or a multiple of 360°
this still ensures correct phasing. To rephrase it, we see that the curved wavefront is so 
affected that the center portion of it is slowed down, not enough for the edges of the 
wavefront to catch up, but enough for the edges of the previous wavefront to catch the 
center portion. A disadvantage of the zoned lens is a narrow bandwidth. This is be
cause the thickness of each step, I, is obvious\y r~lated to the wavelength of the signal. 
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FIGURE 9-38 Zoned lenses. 

However, since it effects a great saving in bulk, it _is often used. Of the two zoning 
methods, the method of Figure 9-38b is preferable, since it yields a lens that is stronger 
mechanically than that of Figure 9-38a. · 

The lens antenna has two major applications. It may be employed to correct the 
· curved wavefront from a shallow _horn (in which case it is mounted directly over the 

mouth of the horn) or as an antenna in its own right. In the latter instance, lenses_ may 
be used in preference to parabolic reflectors at millimeter and submillimeter frequen
cies. Th_1:y have the advantages of greater design tolerances and the fact that there is no 
primary antenna mount to obstruct radiation. The disadvantages are greater bulk, ex
pense and design difficulties. 

WIDEBAND AND SPECIAL-PURPOSE ANTENNAS 

It is often desirable to have an antenna capable of operating over a wide .frequency 
range. This may occur because a number of widely. spaced channels are used, as in 
short-wave transmission or reception, or because only one channel is used (but it is 
wide), as in television-transmission and recep_tion. In TV reception, the requirement for 
wideband properties is magnified by the facuhat it is desirable to use the same receiv' 
ing antenna for a group of neighboring channels: A need exists for antennas whose 
radiation pattern and input impedance characteristics relllain . constant over a wide 
frequency range. 

Of the antennas discussed so far, the horn ( with or without paraboloid reflec
tor), the rhombic and the folded dipole exhibit broadband properties for both imped
ance and radiation pattern. This was stated at the time for the first two, but the folded 
dipole will now be examined from this new point of view. 

The special antennas to be described include the discone, helical and log-peri
odic antennas, as well as some of the simpler loops used for direction finding. 
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(a) (b) 

FIGURE 9-39 Impedance-bandwidth compensation for half-wave dipole. (a) LC circuit; 
(b) transmission line. (Fundamentals of Radio ·and Electronics, 2d ed., Prentice-Hall, Inc., Engle
wood Cliffs, N.J.) 

9-8.1 Folded Dipole (Bandwidth Compensation) 
A simple compensating network for increasing the bandwidth of a dipole antenna is 
shown in Figure 9-39a. The LC circuit is parallel-resonant at the half-wave dipole 

· resonant frequency. At this frequency its impedance is, therefore, a high resistance, · 
not affecting the total impedance seen by the transmission line. Below this resonant 
frequency the antenna reactance becomes capacitive, while the reactance of the LC 
circuit become_s inductive. Above the resonant frequency the opposite is true, the 
antenna becoming inductive, and the tuned circuit capacitive. Over a small frequency 
range near resonap.ce, there is thus a ten4ency to compensate for the variations in 
antenna rel:ictance, arid the total impedance remains resistive in situations in which the 
impedance of the antenna alone would have been heavily reactive. This compensation 
is both improved and widened when the Q of the resonant circuit is lowered. More- \ , 
over, it can be achieved just as easily with a short-circuited quarter-wave transmission . \ \ 
line, as in Figure 9-39b. The folded dipole provides the same type of compensation as 
the transmission-line version of this network. 

Reference to Figure 9-40 shows that the folded dipole may be viewed as two 
short-circuited, quarter-wave transmission lines, connected together at C and fed in 
series. The transmission line currents are labeled/,, whereas the antenna currents are 
identical to those already shown for a straight half-wave dipole and are labeled Ia. 
When a ·voltage is applied at a and b, both sets of currents flow, but the antenna 
currents are the only ones contributing to the radiation. The transmission-line currents 
flow in opposite directions, and their radiations cancel. However, we do have two 
short-circuited quarter-wave transmission lines across a-b, and, explained in the pre
ceding paragraph, the antenna impedance will remain resistive over a significant fre
quency range. Indeed, it will remain acceptable over a range in excess 'of 10 percent of 
the center frequency. 

It should be noted ttiat the antenna is useless at twice the frequency. This is 
because the short-circuited transmission-line sections are,each a half-wavelength long 
now, short-circuiting the feed priiril. Note also th~t the Yagi-Uda antenna is similarly 
broadband, since the driven element is almost always, a folded dipole. 
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FIGURE 9-40 Folded dipole showing antenna and line currents. (Fundamentals of Radio and 

Electronics, 2d ed., Prentice-Hall, Inc., Englewood Cliffs, N.J.) 

9-8.2 Helical Antenna 
A helical antenna, illustrated in Figure 9-41, is a broadband VHF and UHF antenna 
which is used when it is desired to provide circular polarization characteristics, mainly 
for reasons as described in Section 8-2.5. · ' 

The antenna consists of a loosely wound helix backed up by a ground plane, 
which is siinply a screen made of "chicken" wire. There are two modes of radiation, 

FIGURE 9-41 Helical antenna. (Courtesy of Rhode and Schwartz, Munich.) 
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FIGURE 9-42 Dimensions of end-fire helical antenna. 

normal (meaning perpendicular) and axial. In the first, radiation is in a direction at 
righ(angles to-the axis of the helix. The second mode produces a broadband, fairly 
directional radiation in the axial direction. If the helix circumference approximates a 
wavelength, it may be shown that a wave travels around the turns of the helix, and the 
radiant lobe in this end-fire action is circularly polarized. Typical dimensions of the 
antenna are indicated in Figure 9-42. 

When the helical antenna has the pr\)portions shown, it has typical values of 
directivity close to 25, bearnwidth of 90' between nulls and frequency range of about 
20 percent on either side of center frequency. The energy in the circularly pol;nized 
wave is divided equally between the horizontal and vertical components; the two are 
90' out of phase, with either one leading, depending on constrnction. The transmission 
from a circularly polarized antenna will be acceptable to vertical or horizontal anten
nas, and similarly a helical antenna will accept either vertical or horizontal polariza
tion. 

The helical antenna is used either singly or in an array, as shown in Figure 
8-21, for transmission and reception of VHF signals through the ionosphere, as has 
already been pointed out. It is thus frequently used for satellite and probe communica
tions, particularly for radiotelemetry. 

When the helix circumference is very small compared to a wavelength, the 
radiation is a combination of that of a small dipole located alonglthe helix axis, and that 
of a small loop placed at the helix turns (the ground plane is then not used). Both such 
antennas have identical radiation patterns, and they are here at right angles, so that the 
normal radiation will be circularly polarized if its two components are equal, or ejlipti-
cally polarized if one of them predominates. ' 

9-8.3 Discone Antenna 
Pictured in Figure 9-43, the discone antenna is, as. the name aptly suggests, a combina
tion of a disk and a cone in close proximity. It is a ground plane antenna evolved from 
the vertical dipole and having a very similar radiation pattern. Typical dimensions are 
shown in Figure 9-44, where D = A/4 at the lowest frequency of operation. 

The discone antenna is characterized by an enormous ,bandwidth for both input 
impedance and radiation pattern. It behaves as though the disk were a reflector. As 
shown in Figure 9-45, there is an inverted cone image above the disk, reflecied by the 
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FIGURE 9-43 Discone antenna. (Courtesy of Andrew Antennas of Australia.) 

disk. Now consider a line perpendicular to the disk, drawn from the bottom cone to the 
top image cone. If this line is moved to either side of the center of the disk, its length 
will vary from a minimum at the center Umin) to a maximum at the edge Umax) of the 
cone. The frequency of operation corresponds to the range of frequencies over which 
this imaginary line is a half-wavelength, and it can be seen that the ratio of lmax to /min 
is ·very large. The discone is thus a broadband antenna because it is a constant-angle 
antenna. For the proportions shown in Figure 9-44, the SWR on the coaxial cable 
connected to the discone antenna can remain below 1.5 for a 7: l frequency range. 
Overall performance is still satisfactory for a 9: I frequency ratio. 

The discone is a low-gain antenna, but it is omnidirectional. It is often em
ployed as a VHF and UHF receiving and transmitting antenna, especially at airports, 
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FIGURE 9-44 Dimensions of discone antenna. 
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FIGURE 9-45 . Discone behavior. 

where communication must be maintained with aircraft that come from any direction. 
More rec~ntly, it has also been used by amateurs for reception in the HF band, in which 
case it is made of copper or aluminum wire, along the lines of an upside-down waste 
basket. A typical frequency range,. under these conditions, may be 12 to 55 MHz. 

9;g,4 Log-Periodic Antennas 
· Log-periodic antennas are a class of antennas which vary widely in physical appear

ance. Log-periodics are more recent than most antennas, having been first proposed in 
1957. Their main feature is frequency independence for both radiation resistance and 
pattern. Bandwidths of 10: 1 are achievable with ease. The directive /\ains obtainable 
are low to moderate, and the radiation patterns may be uni- or bidirectional. 

It is not possible to cover all log-periodic antennas here. The most common 
one, the log-periodic dipole array of Figure 9-46, will be discussed. This can also be 
used to introduce the characteristics of log-periodic antennas. 

It is seen that there is a pattern in the physical structure, which results in a 
repetitive behavior of the electrical characteristics. The array consists of a number of 
dipoles of different lengths and spacing, fed from a two-wire line which is transposed 
between each adjacent pair of dipoles. The array is fed from the narrow end, and 
maximum radiation is in this direction, as shown. The dipole lengths and separations 
are related by the formula 

R, R2 R, 1, 12 1, 
,-=-=-=T=-=-=-
R2 R, R4 12 1, 14 

(9-12) 
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FIGURE 9-46 Log-periodic dipole array. (Antennas, John Wiley & Sons, Inc., New York, N.Y.) 

where T (torsion of a curve) is called the design ratio and is a number Jess than I. It 
is seen that the two lines dra_wn to join the opposite ends of the dipoles will be straight 
and convergent, forming an angle a (varies directly). Typical design values may be 

. T = 0. 7 and a = 30°. As with other types of antennas, these two design parameters are 
not independent of each other. The cutoff frequencies are approximately those at which 
the shortest and longest dipoles have a length ofA/2. (Note the similarity to the discone 

. antenna!) 
If a graph is drawn of the antenna input impedance (or SWR on the feed line) 

versus frequency, a repetitive variation will be noticed. If the plot is made against the 
logarithm of frequency, instead of frequency itself, this variation will be periodic, 
consisting of identical, but not necessarily sinusoidal, cycles. All the other properties 
of the antenna undergo similar variations, notably the radiation pattern. It is this behav
ior of the log-periodic antenna that has given rise to its name. 

Like those of the rhombic, the applications of the log-periodic antenna lie 
mainly in the field of high-frequency communications, where such multiband steerable 
and. fixed antennas are very often used. It has an advantage over the rhombic in that 
there is no terminating resistor to absorb power. Antennas of this type have also been 
designed for use in television reception, with one antenna for all channels including the 
UHF range. It must be reiterated that the log-periodic dipole array is but one of a large 
number of antennas of this class-there are many other exotic-looking designs, includ
ing arrays. of Jog-periodics. 

9-8.5 Loop Antennas . 
A loop antenna is .a single-tum coil carrying RF current. Since its dimensions are 
nearly always much smaller than a wavelength, current throughout it may be assumed 
to be in phase. Thus the loop is surrounded by a magnetic field everywhere perpendicua 
lar to the loop. The directional pattern is independent of the exact shape of the loop and 
is identical to that of an elementary doublet. The circular and square loops of Figure 
9-47 ·have the same radiation pattern as a short horizontal dipole, except that, unlike a 
horizontal dipole, a vertical loop is vertically polarized. 

Because the radiation pattern of the loop antenna is. the familiar doughn_ut 
pattern, no radiation is receiv~d that is normal to the plane of_ the loop. This, in turn, 
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FIGURE 9-47 Loop antennas. (a) Circular; (b) square. [Note: The direction of maximum 
radiation is perpendicular to the plane of the loop; th'e shape of the radiation pattern is very 
similar to that in Fig. 9-6 (a).] 

makes the loop antenna suitable for direction finding (OF) applications. For OF, it is 
required to have an antenna that can indicate the direction of a particular radiation·. 
Although any of the highly directional antennas of the previous section could be used 
for this purpose (and are, in radar), for normal applications they have the disadvantage 
of being very large, which the loop is not. The OF properties of the loop are just as 
good at medium frequencies as those of the direct.ional microwave antennas, except 
that the gain is not comparable. Also, the direction: of a given radiation corresponds to· 
a null, rather than maximum signal. Because the loop is small, and DF equipment must 
often be portable, loops have direction finding as their major application. 

A smal_l loop, vertical and rotatab_Ie about_ a vertical axis, may be mounted on 
top of a portable receiver whose output is connected to· a meter. This makes a very 
good simple direction finder. Having tuned to tlie desired transmission, it is then 
necessary to rotate the loop until the received signal is minimum. The plane of the loop 
is now perpendicular to the direction of the radiation. Since the loop is bidirectional, 
two bearings are required to determine the precise direction. If the distance between 
them is large enough, the distance of the source of this transmission may be found by 
calculation. 

There are a large number of variations on the theme of the loop, far too many to 
consider here. They include the Alford loop, cloverleaf, Adcock antenna, and the 
Bellini-Tosi antenna. 

Loops are sometimes provided with several turns and also with ferrite cores, 
these, being magnetic, increase the effective diameter of the loop. Such antennas are 
commonly built into portable broadcast receivers. The antenna configuration explains 
why, if a receiver tuned to any station is rotated, a definite null will be noticed. 

9-8.6 Phased Arrays 
A phased array is a group of antennas, connected to the -one transmitter or receiver, 
whose radiation beam can be adjusted electronically without any physically moving 
parts. Moreover; this adjustment can be very rapid indeed. More often than not, trans
mission or reception in several directions at once is possible. Th~ antennas may be 
actual radiators, e.g., a large group of dipoles in an array (or array of arrays) pointing 
in the general wanted direction, or they'may be the feeds for a reflector of some kind. 
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There are two basic types of phased arrays. In the first, a single, high-power 
output tube (in a transmit phased array) feeds a large number of antennas through a set 
of power dividers and phase shifters. The second type uses generally as many (semi
conductor) generators as there are radiating elements. The phase relation between the 
generators is maintained through phase shifters, but this time they are low-power 
devices. In both types of phased arrays the direction of the beam or beams is selected 
by adjusting the phase difference provided by each phase shifter. This is generally done 
with the aid of a computer or microprocessor. 

The main application of phased arrays is in radar. It is worth noting that phased 
arrays have recently been considered for satellite communications. 

SUMMARY 

An antenna is a structure-generally metallic and sometimes very complex-designed 
to provide an efficient coupling between space and the output of a transmitter or the 
input to a receiver. Like a transmission line, an antenna is a·device with distributed 
constants, so that current, voltage and impedance all vary from one point to the next 
one along it. This factor must be taken into account when considering important an

-tenna properties, such as impedance, gain and shape of radiation pattern. 
Many antenna properties are most conveniently expressed in terms of those of 

comparison antennas: Some of these antennas are entirely fictitious but have properties 
that are easy to visualize. One of the important comparison antennas is the isotropic 
antenna. This cannot exist in practice. However, it is accorded the property of totally 
omnidirectional radiation, (i.e., a perfectly spherical radiation pattern), which makes it 
very useful for describing the gain of practical antennas. Another useful comparison 
antenna is the elementary doublet. This is defined as a piece of-infinitely thin wire, 
with a length thafis negligible compared to the wavelength of the signal being radiated, 
and having a constant current along it. This antenna is very useful in that its properties 
assist in understanding those of practical dipoles, i.e., long, thin wires, which are often 
used in practice. These may be resonant, which effectively means that their length is 
a multiple of a·half-wavelength of the signal, or nonresonant, in which case the re
flected wave has been suppressed (for example, by terminating the antenna in a resistor 
at the point farthest from the feed point). Whereas the radiation patterns of resonant 
antennas are bidirectional, being due to both the forward and reflected waves, those of 
nonresonant antennas are unidirectional, ·since there is no reflected Wave. 

The directive gain ofan antenna is a ratio comparing the power density gener
ated by a practical antenna in some direction, with that of an isotropic antenna radiating 
the same total pow·er. It is thus a measure of the practical antenna's ability to concen
trate its radiation. When the direction of maximum radiation of the practical antenna is 
taken, the directive gain becomes maximum for that antenna and is now called its 
directivity. If we now compare the input rather than radiated powers, the gain of the 

· practical antenna drops, since_some of the input power is dissipated in the antenna. The 
new quantity is known as the power gain and is equal to the directivity multiplied by 
the antenna efficiency. 
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An antenna has two bandwidths, both measured between half-power points. 
One applies to the radiation resistance and the other to radiation pattern. The radiation 
resistance is the resistive component of the antenna's ac input impedance. The beam
width of an antenna is the angle between the half-power points of the main lobe of its 
radiation pattern .. Because the electromagnetic waves radiated by an antenna have the 

· electric and magnetic vectors at right angles to each other and the direction of propa
gation, they are said to be polarized, as is the antenna itself. The direction of polariza
tion is taken to be the same as orientation of the electric vector of the radiated wave. 
Simple antennas may thus be horizontally or vertically polarized, (i.e., themselves 
horizontal or vertical), respectively. More complex antennas may be circularly polar
ized, both vertically and horizontally polarized waves are radiated, with equal power in 
both. Where these powers are unequal, the antenna is said to be elliptically polarized. 

Many antennas are located near the ground, which, to a greater or lesser extent, 
will reflect radio waves since it acts as a conductor. Thus, antennas which rely on the 
presence of the ground must be vertically polarized, or else the ground will short circuit 
their radiations. When the ground is a good conductor, it converts a.grounded dipole
into one of twice the actual height, while converting an ungrounded dipole into a 
two-dipole array. When its presence is relied upon, but it is a poor reflector, a ground 
screen is often laid, consisting of a network of buried wires radiating from the base of 
the antenna. 

For grounded vertical dipoles operated at frequencies up to the MF range, the 
optimum effective height is just over a half-wavelength, although the radiation pattern 
of antennas with heights between a quarter- and half-wavelength is also acceptable. lf 
the. antenna is too high, objectionable side lobes which interfere with the radiated 
ground wave are formed. If the antenna is too low, its directivity along the ground and 
radiation resistance are likewise too low. A method of overcoming this is the provision 

. of top loading. This is a horizontal portion atop the antenna, whose presence increases 
the current along the vertical portion. Together with the finite thickness of the antenna, 
top loading influences the effective height of the antenna, making it somewhat greater 
than the actual height. 

Reactive networks known as antenna couplers are used to connect antennas to 
transmitters or receivers. Their main functions are to tune out the reactive component 
of the antenna impedance, to transform the resulting resistive component to a suitable 
value and to help tune out unwanted frequencies, particularly in a transmitting antenna. 
A coupler may also be used to connect a grounded antenna to a balanced transmission 
line or even to ensure that a transmitting antenna is isolated for de from a transmitter 
output tank circuit. 

Point-to-point communications are the predominant requirement in the MF 
range, requiring good directive antenna properties. Directional MF antennas are gener
ally arrays, in which the properties of dipoles are combined to generate the wanted 
radiation pattern. Linear dipole arrays are often used, with broadside or end-fire radia
tion patterns, depending on how the individual dipoles in the array are fed. Any dipoles 
in an array which are noi fed directly are called parasitic elements. These elements 
receive energy from the induction field surrounding the fed elements; they are known 
as directors when they are shorter than the driven element and reflectors when longer. 
The Yagi-Uda antenna employs a folded dipole and parasitic elements to obtain reason-
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able gain in the HF and VHF ranges. A much bigger antenna, the rhombic, is a 
nomeasonant antenna providing excellent gain in the HF range. It consists of four V.:ire 
dipoles arranged in a planar rhombus; with the transmitter or receiver located at one 
end; a resistor placed at the other end absorbs any power that might otherwise be 
reflected. 

High gains and narrow beamwidths are especially required of microwave anten
nas. There are many reasons for this, with the chief ones being receiver noise, reducing 
power output per device as frequency is raised, and the desire to minimize the power 
radiated in unwanted directions. Because multiwavelength antennas are quite feasible 
at these frequencies, these requirements can readily be met. A large number of micro
wave antennas incorporate the paraboloid reflector in their construction. Such a reflec
tor is made of metal and has the same properties for radio waves that an optical mirror 
has for light waves. That is to say, if 'a source is placed at the focus of the paraboloid, 
all the reflecied rays are collimated, i.e., rendered parallel, and a very strong lobe in 
the axial direction is obtained. Several different methods of illuminating the paraboloid 
reflector are used, including the Cassegrain feed, in which the source is behind the 
reflector, and a secondary, hyperboloid reflector in front of the main orie is used to 
provide the desired illumination. Because paraboloid reflectors can be bulky, espe
cially at the lower end of the microwave range, cut paraboloids or parabolic cylinders 
are sometimes used as reflectors. Although this reduces the directivity in some direc
tions, often this does not matter, for example, in applications such as some forms of 
radar. 

Other microwave antennas are also in use. The chief ones are horns and lenses. 
A horn is an ideal antenna for terminating a waveguide and may be conical, rectangular 
or sectoral. More complex forms of the horns also exist, such as the hoghorn and the 
Cass-horn, which are really combinations of horns and paraboloid reflectors. Dielectric 
lenses act on microwave radiation as do ordinary lenses on light. Because of bulk, they 
may be stepped or zoned, but.in any case they are most likely to be used at the highest 
frequencies. Like horns, they have good broadband properties, unless they are zoned. 

Wideband antennas are required either when the transmissions themselves are 
wideband (e.g. , television) or when working of narrow channels over a wide frequency 
range is the major application, as in HF communications. Horns, the folded dipole (and 
hence the Yagi-Uda antenna) and the rhombic all have good broadband properties. So 
does the helical antenna, which consists of a loosely wound helix backed up by a metal 
ground plane. This antenna has the added feature of being circularly polarized, and 
hence ideal for transionospheric communications. When multioctave bandwidths are 
required, the antennas used often have a constant-angle feature. Once such antenna is 
the discone, consisting of a metal disk surmounting the apex of a metal cone. The 
discone is a}ow-gain, omnidirectional, multioctave antenna used normally in the UHF 
range and above, but occasionally also at HF. The log-periodic principle is employed 
to obtain very large bandwidths with quite good directivity. In a log-periodic, dipoles 
or other basic elements are arranged in some form of constant-angle array in which the 
active part of the antenna effectively moves from one end to the other as the operating 
frequency is changed. 

Small loop antennas are often used for direction finding, because they do not 
radiate in (or receive radiation from) a direction at right angles ot the plane of the loop. 
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Accordingly, a null is obtained in this direction. Loops have many shapes and gener
ally consist ofa single turn of wire. They· may also consist of several turns with a ferrite 
core and then make quite reasonable antennas for portable domestic receivers. 

i 

MULTIPLE~CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

1. An ungrounded antenna near the ground 
a. acts as a single antenna of twice the 

height. 
b. is unlikely to need a ground screen 
c. acts as an antenna array 
d. must be horizontally polarized 

2. One of the following consists of nonreso
nant antennas: 
a. The rhombic antenna 
b. The folded dipole 
c. The end-fire array 
d. The. broadside array 

3. One of the following is very useful as a: 
multiband HF receiving antenna. This is· 
the: 
a. conical horn 
b. folded dipole 
c. log-periodic 
d. square loop 

4. Which of the following antennas is best 
excited from a waveguide? 
a. Biconical 
b. Horn 
c. Helical 
d. Discone 

5. Indicate which of the following. reasons for 
using a counterpoise with antennas is false: 
a. Impossibility of a good ground connec

tion 
b. Protection of personnel working under

. neath 
c; Provision of an earth for the antenna 
d. Rockiness of the ground itself 

6. One of the following is not a reason for the 
use of an antenna coupler: 
a. To make the antenna look resistive 
b. To provide the output amplifier with the 

correct load impedance 
c. To discriminate against harmonics 
d. To prevent reradiation of the local oscil

lator 
7. Indicate the antenna that is not wideband: 

a. Discone 
b. Folded dipole 
c. Helical 
d. Marconi 

8. Indicate which one of the following reasons 
for the use of a ground screen with antennas 
is false: · 
a. Impossibility of a good ground connec

tion 
b. Provision of an earth for the antenna 
c. Protection of personnel working under

neath 
d. Improvement of the radiation pattern of 

the antenna 
9. Which. one of the following terms does not 

apply to the Yagi-Uda array? 
a. Good bandwidth 
b. Parasitic elements 
c. Folded dipole 
d. High gain 

10. An antenna that is circularly polarized is the 
a. helical 
b. small circular loop 



c. parabolic reflector 
d. Yagi-Uda 

11. The standard reference antenna for the di
rective gain is the 
a. infinitesimal dipole 
b. isotropic antenna 
c. elementary doublet 
d. half-wave dipole 

12. Top loading is sometimes used with an an
tenna in order to increase its 
a. effective height 
b. bandwidth 
c. beamwidth 
d. input capacitance 

13. Cassegrain feed is used with a parabolic re
flector to 
a. increase the gain of the system 
b. increase the bearnwidth of the system 
c. reduce the size of the main reflector 
d. allow the feed to be placed at a conve

nient point 
14. Zoning is used with a dielectric antenna in 

order to 
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a. reduce the bulk of the lens 
b. increase. the bandwidth of the lens 
c. permit pin-point focusing 
d. correct the curvature of the wavefront 

from a horn that is too short 
15. A helical antenna is used for satellite track

ing because of its 
a. circular polarization 

. b. maneuverability 
c. broad bandwidth 
d, good front-to-back ratio. 

16. The discone antenna is 
a. a useful direction-finding antenna 
b. used as a radar receiving antenna 

. 'c. circularly polarized like other circular 
antennas 

d. useful as UHF receiving antenna 
17. One of the following is not. an omnidirec

tional antenna: 
a. Half-wave dipole 
b. L<,g-periodic 
c. Discone 
d. Marconi 

REVIEW PROBLEMS 
1. An elementary doublet is 10 cm long. If the IO-MHzcurrentflowingthroughitis2 A, 
what is the field strength 20 km away from the doublet, in a direction of maximum 
radiation? 

2. To produce a power density of I mW/m2 in a given direction, at a distance of 2 km, an 
antenna radiates a total of 180 W. An isotropic antenna would have to radiate 2400 W to 
produce the same power density at that distance. What, in decibels, is the directive gain of 
the practical antenna? 

3. Calculate the radiation resistance of a A/16 wire dipole in free space. 
4. An antenna has a radiation resistance of 72 fl, a loss resistance of 8 n, and a power 
gain of 16. What efficiency and directivity does it have? 

5. A 64-m.diameter paraboloid reflector, fed by a nondirectional antenna, is used at 
1430 MHz: Calculate its beamwidth between half-power points and·between nulls and the 
power gain with respect to. a half-wave dipole, assuming e~en illumination. 

' ' ' ' 
6. A 5-m parabolicreflector, suitably illuminated, is used for JO-cm radar and is fed with 
20-kW pulses. What is the effective (pulse) radiated power? 
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REVIEW QUESTIONS 
I. What functions does an antenna fulfill? What does the principle of reciprocity say 
about the properties of the antenna? 

2. Whatis an elementary doublet? How does it differ from the infinitesimal dipole? 

3. Why is the maximum radiation from a half-wave dipole in a direction at right angles to 
the antenna? 

4. Explain fully what is meant by the term resonant antenna. 

5. What, in general, is meant by the gain of an antenna? What part does the isotropic 
antenna play in its calculation? How is the isotropic radiator defined? 

6. To describe the gain of an antenna, any of the terms directive gain, directivity or power 
gain may be used. Define each of them, and explain how each is related to the other two. 

7. Define the radiation resistance of an antenna. What is the significance of this quan
tity? 

8. Discuss bandwidth, as applied to the two major parameters of an antenna. Also define 
beamwidth. 

9. In what way does the effect of the ground on a nearby grounded antenna differ from 
that on a grounded one? What is a basic.Marconi antenna? Show its voltage and current 
distribution, as well as its radiation pattern. 

10. Describe the various factors that decide what should be the -~'optimum length" of a 
grounded medium-frequency antenna. 

11. There are four major functions that must be fulfilled by antenna couplers (the fourth 
of which does not always apply). What are they? 

12. What factors govern the selection of the feed -point of a dipole antenna? How do 
current feed and voltage feed differ? 

13. Draw the circuits of two typical antenna couplers, and briefly explain their operation. 
What extra requirements are there when coupling to parallel-wire transmission lines? 

14. For-what reasons are high-frequency antennas likely to differ from antennas used at 
lower frequencies? What is an antenna array? What specific properties does it have that 
make it so useful at HF? 

15. Explain the difference between driven and parasitic elements in an antenna array. 
What is the difference between a director and a reflector? 

16. Describe the end-fire array and its radiation pattern, and explain how the pattern can 
be made unidirectional. 

17. With the aid of appropriate sketches, explain fully the operation of a Yagi-Uda array. 
List its applications. Why is it called a supergain antenna? 

18. In what basic way does the rhombic antenna differ from arrays such as the broadside 
and end-fire? What are the advantages and disadvantages of this difference? What are the 
major applications of the rhombic? 

19. What is a parabola? With sketches, show why its geometry makes it a suitable basis 
for antenna reflectors. Explain why an antenna using a paraboloid reflector is likely to be 
a highly directive receiving antenna. 
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20. With sketches, describe two methods of feeding a paraboloid reflector in which the 
primary antenna is located at the focal point. Under what conditions is this method of feed 
unsatisfactory? · 

21. Describe fully the Cassegrain method of feeding a paraboloid reflector, including a 
sketch of the geometry of this feeding arrangement. · · 

22. Discuss in detail some shortcomings and difficulties connected with the Cassegrain 
feed of parabolic reflectors. How can they be overcome? 

23. What is a horn antenna? How is it fed? What are its applications? 

24. Explain the basic principles of operation of dielectric lens antennas, showing·how 
they convert curved wavefronts into plane ones. 

25. What is the major drawback of lens antennas, restricting their use to the highest 
frequencies? Show how zoning improves matters, while introducing a drawback of its · 
own. 
26. With suitable sketches, do a survey of microwave antennas, comparing their perfor
mance. 
27. For what applications are wideband antennas required? List the various broadband 
antennas, giving typical percentage bandwidths for each. 

28. Sketch a helical antenna, and briefly explain its operatiov 'n the axial mode. In what 
very important way does this antenna differ from the other antennas studied? 

29. Sketch a discone antenna, and use the sketch to describe its operation. For what 
applications is it suitable? Why do its applications differ from those of a rhombic antenna? . 

30. Explain how log-periodic antennas acquire their name. 



Waveguides, Resonators and 
Components 

It was seen in Chapter 8 that electromagnetic 
waves will travel from one point to another, if 
suitably radiated. Chapter 7 showed how it is 
possible to guide radio waves from one point 
to another in an enclosed system by the use of 
transmission lines. This chapter will deal 
with waveguides. Any system of conductors 
and insulators for carrying electromagnetic 
waves could be called a waveguide, but it is 
customary to reserve this name for specially 
constructed hollow metallic pipes. They are -
used at microwave frequencies, for the same 
purposes as transmission lines were used at 
lower frequencies. Waveguides are preferred 
to transmission lines because they are much 
less lossy at the highest frequencies and for 
other reasons that will become apparent 
through this chapter. 

The objective of this chapter is to ac
quaint the student with the general principles 

of waveguide propagation and rectangular, 
circular and odd-shaped waveguides. Meth
ods of exciting waveguides as well as basic 
waveguide components are tben described, as 
are impedance matching and attenuation. 
Cavity resonators are the waveguide equiva
lents of tuned transmission lines but are 
somewhat more complex because of their 
three-dimensional shapes. The final major 
section of the chapter deals with additional 
waveguide components, such- as directional 
couplers, isolators, circulators, diodes, diode 
mounts and switches. 

Having studied this chapter, students 
should have a very good understanding of 
waveguides and associated components, their 
physical appearance, behavior and proper
ties. They should also have a clear under
standing of how microwaves are guided over 
long distances. 

OBJECTIVES 

310 

Upon completing the material in Chapter 10, the student will be able to: 

Explain the basic theory of operation and construction of a waveguide. 
Define the tenn skin effect. 

Calculate the (A0), the cutoff wavelength. 

Name the various energy modes and understand their meanings. 
Discuss the advantages of the numerous waveguide shapes. 
Underslal!d coupling techniques and where they are used. ~ 

Calculate waveguide artenuation. 
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1 stubs 

FIGURE 10-1 Creating a waveguide. 

RECTANGULAR WAVEGUIDES 

The student may recall from Chapter 7 that the term skin effect (see Section 7-1.2) 
indicated that the majority of the current flow (at very high frequencies) will occur 
mostly along the surface of the conductor and very little at the center. This phenome
non has led to the development of hollow conductors known as waveguides. 

To simplify the pnderstanding of the waveguide action, we refer to Section 
7-1.5, which explained how the quarter-wave shorted stub appeared as a parallel reso
nant circuit (Hi Z) to the source. This fact can be used in the analysis of a waveguide; . 
i.e., a transmission line can be transformed into a waveguide by connecting multiple 
quarter-wave shorted stubs (see Figure 10-1). These multiple connections represent a 
Hi Z to the source and offer minimum attenuation of a signal. 

In a similar way, a pipe with any sort of cross section could be used as a 
waveguide (see Figure 10-2), but the simplest cross sections are preferred. Waveguides 
with constant rectangular or circular cross sections are normally employed, although 
other shapes may be used from time to time for special purposes. With regular trans
mission lines and waveguides, the simplest shapes are the ones easiest to manufacture, 
and the ones whose properties are simplest to evaluate. 

(a) (b) 

FIGURE 10-2· Waveguides. (a) Rectangular; (b) circular. 
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10-1.1 Introduction 
A rectangular waveguide is shown in Figure 10-2, as is a circular waveguide for 
comparison. In a typical system, there may be an antenna at one end of a waveguide 
and a receiver or transmitter at the other end. The antenna generates electromagnetic 
waves, which travel down the waveguide to be eventually received by the load. 

The walls of the guide are conductors, and therefore reflections from them take 
place, as described in Section 8-1.2. It is of the utmost importance to realize that 
conduction of energy takes place not through the walls, whose function is only to 
confine this energy, but through the dielectric filling the waveguide, which is usually 
air. In discussing the behavior and properties of waveguides, it is necessary to speak of 
electric and magnetic fields, as in wave propagation, instead of voltages and currents, 
as in transmission lines. This is the only possible approach, but it does make the 
behavior of waveguides more complex to grasp. 

Applications Because the cross-sectional dimensions of a waveguide must be of the 
same order as those of a wavelength, use at frequencies below about 1 GHz is not 
normally practical, unless special circumstances warrant it. Some selected waveguide 
sizes, together with their frequencies of operation, are presented in Table 10-1. 

The table shows how waveguide dimensions decrease as the frequency is in
creased. (and therefore wavelength is shortened). It does not show the several 
waveguides larger than the WR650, nor does it show many of the overlapping sizes 
that are also made. Note that the reason for the rather odd dimensions is that 
waveguides originally were made to imperial measurements (e.g., 3.00 x 1.50 in) and 
have subsequently been relabeled in millimeters, not remade in round millimeter sizes. 
It is seen that waveguides have dimensions that are convenient in the 3- to 100-GHz 
range, and somewhat inconvenient much outside this range. Within the range, 
waveguides are generally superior to coaxial transmission lines for a whole spectrum of 
microwave applications, for either power or low-level signals. 

Both waveguides and transmission lines can pass several signals simultane
ously, but in waveguides it is sufficient for them to be propagated in different modes to 
be separated. They do not have to be of different frequencies. A number of waveguide 
components are similar if not identical to their coaxial counterparts. These components 
include stubs, quarter-wave transformers, directional couplers, and taper sections. 
Finally, the Smith chart may be used for waveguide calculations also. The operation of 
a very large number of waveguide components may bes! be understood by first looking 
at their transmission-line equivalents. 

1 i '1' 

Advantages The first thing that strikes us about the appearance of a (circular) 
waveguide is that it looks like a coaxial line with the insides removed. This illustrates 
the advantages that waveguides possess. Since it is easier to leave out the inner conduc
tor than to put it in, waveguides are simpler to manufacture than coaxial lines. Simi
larly, because there is neither an inner conductor nor the supporting dielectric in a 
waveguide, flashover is less likely. Therefore the power-handling ability of 
waveguides is improved, and is about 10 times as high as for coaxial.air-dielectric rigid 
cables of similar dimension (and much more when compared with flexible solid-dielec
tric cable). 

\ 
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FIGURE 10-3 Method of wave propagation in a waveguide. 

There is nothing but air in a waveguide, and since ptopagation is by reflection 
from the walls instead of conduction along them, power losses in waveguides are lower 
than in comparable transmission lines (see Figure'I0-3). A 41-mm air-dielectric cable 
has an attenuation of 4.0 dB/JOO m at 3 GHz (which is very good for a coaxial line). 
This rises to 10.8 dB/100 m for a similar foam-dielectric flexible cable, whereas the 
figure for the copper WR284 waveguide is only 1.9 dB/100 m. 

Everything else being equal, waveguides have advantages over coaxial liqes in 
mechanical simplicity and a much higher maximum operating frequency (325 GHz as 
compared wit~ 18 GHz) because of the different method of propagation. 

10-1.2 Reflection of Waves from a Conducting Plane 
In view of the way in which signals propagate in waveguides, it is now necessary to 
consider what happens to electromagnetic waves when they encounter. a conducting 
surface. This is an extension of the work in Section 8-1. 

Basic behavior An electromagnetic plane wave in space is transverse-electromag
netic, or TEM. The electric field, the magnetic field and the direction of propagation 
are mutually perpendicular. If such a wave were sent straight down a waveguide, it 
would not propagate in it. This is because the electric field (no matter what its direc
tion) would be short-circuited by the walls, since the walls are assumed to be per.feet 
conductors, and a potential carmot exist across them. What must be found is some 
method of propagation which does not require an electric field to exist near a wall and 
simultaneously be parallel to it. This is achieved by sending the wave down the 
waveguide in a zigzag fashion (see Figure 10-3), bouncing it off the walls and setting 
up a field that is maximum at or near the center of the guide, and zero at the walls. In 
this case the walls have nothing to short-circuit, and they do not interfere with the wave 
pattern set up between them. Thus propagation is not hindered. 

Two major consequences of the zigzag propagation are apparent. The first is 
that the velocity of propagation in a waveguide must be less than in free space, and the 
second is that waves can no longer be TEM. The second situation arises because 
propagation by reflection ,equires not only a normal component but also a component 
in the direction_ of propagation (as y,own in Figure 10-4) for either the electric or the ·
magnetic field, depending on the way in wJ,ich waves are set up in the waveguide. This 
extra component in the direction of propagation means that waves are no longer trans-
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0 0 

v, 

FIGURE 10-4 Reflection from a conducting surface. 

verse-electromagnetic, because there is now either an electric or a magnetic additional 
component in the direction of propagation.' 

Since there are two different basic methods of propagation, names must be 
given to the resulting waves to distinguish them from each other. Nomenclature of 
these modes has always been a perplexing question. The American system labels 
modes according to the field component that behaves as it did in free space. Modes in 
which there is no component of electric field in the direction of propagation are called 
transverse-electric (TE, see Figure I0-5b) modes, and modes with no such compo
nent of magnetic· field are called transverse-magnetic (TM, see Figure 10-5a). The 
British and European systems label the modesaccording to the component that has 
behavior different from that in free space, thus modes are called H instead of T.E and E 
instead of TM. The American system will be used here exclusively. 

' ,/ 

Dominant mode of operation The natural mode of operation for a waveguide is 
called the dominant mode. This mode is the lowest possible frequency that can be 
propagated in a given waveguide. In Figure 10-6, half-wavelerigth is the lowest fre
quency where the waveguide will still present the properties discussed-below. The 
mode of operation of a waveguide is further divided into two submodes. They are as 
follows:· 

1. TEm,n for the transverse electric mode (electric field is perpendicular to the direc
tion of wave propagation) 

2. TMm,n for the transverse magneiic mode (magnetic field is perpendicular to the 
direction of wave propagation) · 

a a 

ll CW 11 I 111 I 11 
Transverse magnetic (TM) 

(a) 
Transverse electric (TE) 

(b) 

FIGURE 10-5 TM and TE propagation. 
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FIGURE 10-6 Dominant mode of waveguide operation. 

m = number of half-wavelengths across waveguide width (a on Figure 10-6) 
n = number of half-wavelengths along the waveguide height (b on Figure 10-6) 

Plane waves at a conducting surface Consider Figure 10:7, which shows wave
fronts incident on a perfectly conducting plane (for simplicity, reflection is not shown). 
The waves travel diagonally from left to right, as indicated, and have an angle of 
incidence (I. 

If the actual velocity of the waves is Ve, then simple trigonometry shows tha_t the 
velocity of the wave in a direction parallel to the conducting surface, v,, and the 
velocity normal to _the wall, Vm respectively, are given by 

Vg = Ve sin 8 

Vn = Ve COS (J 

(10-1) 

(10-2) 

As should have been expect6d, Equations (10-1) and (10-2) show that waves 
travel forward more slowly in a waveguide than in free space. 

Peaks 

Direction of 

FIGURE 10-7 Plane waves at a· conducting surface. 
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Parallel and normal wavelength The concept of wavelength has several descriptions 
or definitions, all of which mean the distance between two successive identical points 
of the wave, such as two successive crests. It is now necessary to add the phrase in the 
direction of measurement, because we have so far always considered measurement in 
the direction of propagation (and this has been left unsaid). ,There is nothing to stop us 

I 
from measuring wavelength in any other direction, but there has been no application 
for this so far. Other practical applications do exist, as in the cutting of corrugated 
roofing materials at an angle to meet other pieces of corrugated material. . 

In Figure I 0-7, it is seen that the wavelength in the-direction of propagation of 
the ;ave is shown as ,\-, being the distance between two consecutive wave crests in this 
direction. The distance between two consecutive crests in the direction parallel to the 
conducting plane, or the wavelength in that direction, is Ap, and the wavelength at right 
angles to the surface is An. Simple calculation again yields 

A 
A=--

P sin 8 

A 
A=--

n COS () 

(10-3) 

(10-4) 

This shows not only that wavelength depends on the direction in which it is 
measured, but also that it is greater when measured in some direction other than the 
direction of propagation. 

Phase velocity Any electromagnetic wave has two velocities, the one with which it 
propagates and the one with which it changes phase. In free space, these are "natu
rally" the same and are called the velocity of light, Ve, where Ve is the product of the 
distance of two successive crests and the number of such crests per second. It is said 

· that the product of the wavelength and frequency of a wave gives its velocity, and 

Ve= fA I 
= 3 x 108 mis in free space (10-5) 

For I'igure IO-7 it was indicated that the velocity of propagation in a direction 
parallel to the conducting surface is v8 = Ve sin 8, as given by Equation (I0-0. It was 
also shown that the wavelength in this direction is Ap = A/sin 8, given by Equation 
(10-3). If the frequency isf, it follows that the velocity (called the phase velocity) with 
which the wave changes phase in a direction parallel to the conducting surface is given 
by the product of the two. Thus 

VP= fAp 

fA 
= 

sin 8 

Ve 

sin 8-

where v P = phase velocity. 

(10-6) 

(10.7) 
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A most surprising result is that there is ai.-apparent velocity, associated with an 
electromagnetic wave at a boundary, which is greater than either its velocity of propa
gation in that direction, v,, or its velocity in space; Ve. It should be mentioned that the 
theory of relativity has not been contradicted here, since neither mass, nor energy, nor 
signals can be sent with this velocity. It is merely the velocity with which the wave 
changes phase at a plane boundary, not the velocity with which it travels along the 
boundary. A number of other apparent velocities greater than the velocity of light can 
be shown to exist. For instance, consider sea waves approaching a beach at an angle, 
rather than straight in. The interesting phenomenon which accompanies this (it must 
have been noticed by most people) is that the edge of the wave appears to sweep along 
the beach must faster than the wave is really traveling, it is .the phase velocity that 
provides this effect. The two velocities will be discussed again, in the next section. 

10-1.3 The Parallel-Plane Waveguide 
it was shown in Section 7-1.4, in connection with transmission lines, that reflections 
and standing waves are produced if a line is terminated in a short circuit, and that there 
is a voltage zero and a current maximum at this termination. This is illustrated again in 

· Figure 10-8, because it applies directly to the situation described in the previous sec
tion, involving electromagnetic waves at a conducting boundary. 

A rectangular waveguide has two pairs of walls, and we shall be considering 
their addition one pair at a time. It is now necessary to investigate whether the second 
wall in a pair may be added at any distance from the first, or whether there are any 
preferred positions and, if so, how to determine them. Transmission-line equivalents 
will continue to be used, because they definitely help to explain the situation. 

Addition of a second wall If a second short circuit is added to Figure 10-8, care must 
be taken to ensure that it does not disturb the existing wave pattern (the feeding source 
must somehow be located between the two short-circuited ends). Three suitable posi
tions for the second short circuit are indicated in Figure 10-9. It is seen that ·each of 

· them is at a point of zero voltage on the line, and each is located at a distance from the 
first short circuit that is a multiple of half-wavelengths. 

The presence of a reflecting wall does to electromagnetic waves what a short 
circuit did to waves on a transmission line. A pattern is set up and will be destroyed 

sic 

isle 
.,.. .... --... , /J'.,---,, I 
I', J-, 'I 

', / ', 
\ / \ ·1 

\ I \ I 
\ I \ I 

\ / ,: 0-__y__ __ _jL_ __ _y_ __ ~ 

V 

FIGURE 10-8 ~hort-circuited transmission line with standing r~ves. 
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sic 

FIGURE 10-9 Placement of second short circuit on transmission line. 
\ 

unless the second wall is placed in a correct position .. The situation is illustrated in 
Figure 10-10, which shows the second wall, placed three half-wavelengths away from 
the fast wall, and the resulting wave pattern between the two walls. 

A m~or difference from the behavior of transmission lines is that in 
waveguid,.es'the wavelength normal to the walls is not the same as in free space, and 
thus ~ 3An/2 here, as indicated. Another important difference is that instead of 
sayfug that "the second wall is placed at a distance that is a multiple of half-wave-

• lengths," we should say that "the signal arranges itself so that the distance between the 
walls becomes an integral number of half-wavelengths, if this is possible." The ar
rangement is accomplished by a change in the angle of incidence, which is possible so 

· 1ong as this angle is not required to be ''more perpendicular than 90°." Before we 
begin a mathematical investigation, it is importam to point out that the second wall 
might have been placed (as indicated) so that a' = 2A,,/2, or a" = A,,/2, without upset
ting the pattern created by the first wall. 

Cutoff wavelength If a second wall is added to the first ~t a distance a from it, then it 
must be placed at a point where the electric intensity due to the first wall is zero, i.e., at 
an integral number of half-wavelengths away. Putting this mathematically, we have 

FIGURE 10-IO Reflections in a parallel-plane waveguide. 
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/. 
I 

mA. 
a=--

2 

where a = distance between walls 
A. = wavelength in a direction normal to both walls 
m = number of half-wavelengths -of electric intensity to 

be established between the walls (an integer) 
Substituting for A. from Equation (10-4) gives 

m(A/cos 0) 
a= 

. mA 
cos 0=-

2a 

2 

mA 

2 cos 0 

(10-8) 

(10-9) 

The previous statements are now seen in their proper perspective: Equation 
(10-9) shows that for a given wall separation, the angle of incidence is determined by 
the free-space wavelength of the signal, the integer m and the distance between the 
walls. It is now possible tci use Equation (10-9) to eliminate An from Equat\on (10-3), 
giving a more useful expression for Ap, the wavelength of the traveling wave which 
propagates dov,n the waveguide. We then have 

A A A 
AP= sin O = YI - cos2 0 YI - (mA/2a)2 (10-10) 

From Equation (10-10), it is easy to see that as the free-space wavelength is 
increased, there comes a point beyond which the wave can no longer propagate in a 
waveguide with fixed a and m. The free-space wavelength at which this takes place is 
called the cutoff wavelength and is defined as the smallest free-space wavelength that is 
just unable to propagate in the waveguide under given conditions. This implies that 
any larger free-space wavelength certainly cannot propagate, but that all smaller ones 
can. From Equation (10-10), the cutoff wavelength is that value of A for which Ap 
becomes infinite, under which circumstance the denominator of Equation (10-10) be-
comes zero, ~iving 

1- (~:
0r = 0 

mA0 -=l 
2a 

2a 
Ao=

m 

where A0 = cutoff 'wavelength. 

(10-11) 

The largest value of cutoff wavelength is 2a, when m = 1. This means that the 
longest free-space' wavelength that a signal may have and still be capable of prop~gat
ing in a parallel-plane waveguide, is just less than twice the wall separation. When m 
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is made u~ity, the signal is said to be propagated in the dominant mode, which is the 
method of propagation that yields the longest cutoff wavelength of the guide. 

It follows from Equation (10-10) that the wavelength of a signal propagating in 
a waveguide is always greater than its free-space wavelength. Furthermore, when a 
waveguide fails to propagate a signal, it is because its free-space wavelength is too 
great. If this signal must be propagated, a mode of propagation with a larger cutoff 
wavelength should be used, that is, m should be made smaller. If m is already equal to 
I and the signal still cannot propagate, the distance between the walls mu&! be in
creased. 

Finally, Equation (10-11) may be substituted into Equation (10-10) to give the 
very important universal equation for the guide wavelength, which does not depend on 
either waveguide geometry or the actual mode (value of m) used. The guide wave
length is obtained in terms of the free-space wavelength of the signal, and the cutoff 
wavelength of the waveguide, as follows: 

A A 
A = = ~========-

P YI - [A(m/2a)]2 YI - [A(l1Ao)J2 

A 
A = ~======== 

P YI - (AiAol2 
(10-12) 

Cutoff frequency For those who are more familiar with the term cutoff frequency 
instead of cutoff wavelength, the following information and examples will show how to 
use these terms to calculate the lowest cutoff frequency. 

The lower cutoff frequency for a mode may be calculated by Equation (10-13). 

fc= 1.5 X 108~(:r + (:r 
where fc = lower. cutoff frequency in hertz 

. a and b = waveguide measurements in meters 
m and n = integers indicating the mode 

(10-13) 

: ~XAMPLE 10-1 A rectangular waveguide is 5.1 cm by 2.4 cm (inside measure'.' 
: DJ!'l\!S), Cal.c\J]ate the cutoff frequency of the dooiinimf .mode. · · · · 
'~LUTJON "·. 

~ donµnarit m<xle in a rectan~ar waveguide is ti;~ 'fE1.o mode, with m. "'· I and •. n.=:o. . . .-

\A= is~ 1o•~(f;J'+{~)2

. · 

.,._. 

= 1.5 X tri'~(-· !_ •. r +c:o .. r 
0.051 . 0.024 , 

='2.94. x 109 ;= 2.94 GHz • 
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. ' ·.\:· .. ·.~ii'''"':·- '"'"! 
.EXAMPLE 10-2 Calculate_the lowes_t frequency anddete.nnine tl!~,m'\'/rcl~~ici.! 
the dominant mode for the waveguide in ,Example 1_0-1. .. · • · 0 

• ·, ,.~ 
• ' . ·-' ,. '' ~ . . . . • . . '--~- ', -1 

SOLUTION 
.. TM modes with. ni = 0 or n = 0 are not possible in a reciangulaitw11veguj<!e',;,i'lf,j 

. .'.I'Eo,i, TE2,o, and TEo,2 modes are possible: The. cutoff frequencies f<>t._jl)ese Jilodefi 
are as follows: · · ·-- ··: 

:.· ··s"'. . :·:<.::-\ 
TEo,1 = 6.25 GHz TE_.2,o = 5:8& GHz TEo,2 .= 12,5 GHz ... , .. , , 

Therefore the TE2,0 niode has the lowest cutoff frequ~ncy of ,y!' mod¢. except 'thi l 
dominant TE1,0 mode. · · 

The waveguide could be used over the frequency range of 2.94 GHz to 
5.88 GHz in the dominant mode. The recommended range of operation for a 

· waveguide having these measurements would be somewhat less, to provide a margin 
for manufacturing tolerances and changes due to temperature, vibration, etc. 

Group and phase velocity in the waveguide A· wave reflected from a conducting 
wall has two velocities in a direction parallel to the wall, namely, the group velocity 
and the phase velocity. The former was shown as vg in Equation (10-1), and the latter 
as vP in Equations (10-6) and (10:7). These two velocities have exactly the same 
meanings in the parallel-plane waveguide and must now be correlated and extended 
further. 

If Equations (10-1) and (10-7) are multiplied together, we get 

• Ve 
VgVp = Ve S1Il 0-.

sml/ 

(10-14) 

Thus the product of the group velocity and the phase velocity of a signal propa
gating in a waveguide is the square of the velocity of light in free space. Note that, in 
free space, phase and group velocities exist also, but they are then equal. It is now 
possible to calculate the two velocities in terms of the cutoff wavelength; again obtain
ing universal equations. From Equation (10-6) we have 

- I 
Vp - fAp \ 

A I 

VI - (A/A0 ) 2 

S~bstituting Equation (10-15) into (10-14) gives 
I 

v/ 2 I 2 VI - (A/A0 ) 2 

Vg = - = Ve - = Ve 
Vp Vp Ve 

v, = v,~I -(:J2 

(10-15) 

(10-16) 



WAVEGUIDES, RESONATORS AND COMPONENTS 323 

Equation ( 10-16) is an importani one and reaffirms that the velocity of propaga
tion (group velocity) in a waveguide is lower than in free space. Group velocity de
creases as the free-space wavelengih approaches the cutoff wavelength and eventually 
becomes zero when the two wavelengths are equal. The physical explanation of this is 
' that the angle of incidence (and reflection) has become 90°, ihere is no traveling wave 
and all ihe energy is reflected back to the generator. There is no transmission-line 
equivalent of this behavior, but the waveguide may be ihought of as a high-pass filter 
having no attenuation ln ihe bandpass (for wavelengths shorter ihan Ao), but very high 
attenuation in ihe stop band. 

· · EXAMJ,'l,E-10-3_ A wave is propagated in a parallel-plane waveguide; under condi- • 
._lions as just discu~s¢; The frequency is 6 GHz, and the plane separation is 3 cm·. 
Calculate •· · · · · 

· (a) The cutoff wavelength for the dominant mode 
i (b) 1lie v.avelength ,ill a waveguide, also for the dominant D!ode 
,-.(c) ,'l')ie c,orre~pon<li!lg,group.and phase velocities · · 

: SO_LUTION . 

; . . '.' 2a · .... ·. 3 .. 
(a) ,\0 =-= 2,X-"'6cm 

m I · 
. . . . v, 3 x lo'°. 30 . 

(I!) A = - = . = - .. a= 5 cm 
_f .· 6,x .10• - 6 _, 

Since the free,space wavelength is less than the cutoff wavele~gth oore,, the wave,_.: 
. will propagate, and all the o~r quantities may. be calculated. Sll!f'e V!." -- (.1./Ao)~ ' 
• a~ ill all the remaining calculations, it is convenient to c!llculateii ~t. leijt lie.;' 
. p; thCn_' · 

• .... - -l (,\ )2 --~ . (5)2 . · p= _1.~ -.. =·_.1':- - =Vl-0.695.,;0,553 
~- ''. 6 ' ' '' • 

Then 
..•. ,\ ·'' 5 ' ' 
A = - =-·.·-· = 9.05 cm 

:,, P , p · •. 0.55,q. . ·: · •. "' ." . 
(c)./ v,,;e•v,p;'f,3.X<}Q',l:S 0.553= ;!.66 x J08m/s 

'.-: p;";:f Ve: :- .. <::-·~·<·-~()8 ">:·. · ·. -; 
v,=:,p:'F l?So._553 7 .5.43 x lO mis. 
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The wave will propagate iri the wllveguide·as lo.pg, a:s the wave'guide':s c_utoff\1/_ave
length is greater than the free-space wavelength ofthe signal; We calculate the_ cuioff_ 
wavelengths of the guide for incieasing values __ of.m_. 

When m = I. 

6 
Ao = 2 x - = 12 cm 

I 

When m = 2, 

6 
A0 =2X-=6cm 

2 

When m = 3, 

6 
Ao= 2 x- = 4 cm 

3 

When m = 4, 

6 
A0 =2X-=3cm 

4 

(This mod<: will propagate.) 

(This mocle will propagate:) 

(This mode wili propagate}.> 

(This mode will not'propagate, bei:ause'ihe cuttff 
wavelength is -no /on!Jer larger _than --ihe.jrei-spaCe 
w9velength.) · ·-· · 

1t is seen that the greatest number of half-waves ocel¢ctriciri~nsi1y:ilialc.;;~be 
established between the walls is three. Since the cutoffwavelengthJor~iliem =':'3 mode:: 
is 4 cm, the guide wavelength will be - · · · ,. 

3 13 · - 3 - - ·-" :- -
A = = --= 4.54 cm 
' VI - (Y,)2 VI - 0.562 0.661 - ·: _ -_ 

;.;:,.·.-

10-1.4 Rectangular Waveguides 
When the top and bottom walls are added to our parallel-plane waveguide, the result is 
the standard rectangular waveguide used in practice. The two new walls do not really 
affect any of the results so far obtained and are not really needed in theory. In practice, 
their presence is required to confine the wave (and to keep the other two walls -~'!fl). 

Modes It has already been found that a wave may travel in a waveguide in any of a 
number of configurations. Thus far, this has meant that for any given signal, the 
number of half-waves of intensity between two walls may be adjusted to suit the 
requirements. When two more walls exist, between which there may also be half
waves of intensity, some system must be established to ensure a universally understood 
description of any given propagation mode. The situation had been confused, but after 
the 1955 IRE (Institute of Radio Engineers) Standards were published, order gradually 
emerged .. Modes in rectangular waveguides are now labeled TEm,n if they are trans
verse-electric, and TMm.n lf they are transverse-magnetic. In each case m and n are 
integers denoting the number of half-wavelengths of intensity (electric for TE modes 
and magnetic for TM modes) between each pair of walls. Them is measured along the 
x axis of the waveguide (dimension a), this being the direction along the,t_,roader wall 
of the waveguide; then is measured along they axis (dimension b). Both are shown in 
Figure 10-11. 
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~===!~2-----i 

FIGURE 10-11 TE1;0 mode in a rectangular waveguide. 

--·--
The electric field configuration is shown for the TE 1,0 mode in Figure 10-11; 

the magnetic field is left out for the sake of simplicity but will be shown in subsequent 
figures. It is important to realize that the electric field extends in one direction, but 
changes in this field occur at right angles to that direction. This is similar to a multilane 
highway with graduated speed lanes. All the cars are traveling in the same direction, 
but with different speeds in adjoining lanes. Although all cars in any one lane travel 
north at high speed, along this lane no speed change is seen. However, a definite 
change· in speed is noted in the east-west direction as one moves from one lane to the 
next. In the same way, the electric field in the TE,,0.mode extends in they direction, 
but it is constant in that direction while undergoing a half-wave intensity change in the 
x direction. As a result, m = I, n = 0, and the mode is thus TE 1,0 . 

The actual mode of propagation is achie.ved by a specific arrangement of anten
nas as described in Section 10-3. 1. 

The TEm,o modes Since the TEm,o modes do not actually use the broader walls of the 
waveguide (the reflection takes place from the narrower.walls), they are not affected by 
the addition of the second pair of walls. Accordingly, all the equations so far derived 
for the parallel-plane ·Waveguide apply to the rectangular waveguide carrying TEm.o 
modes, without any changes or reservations. The most important of these are Equa
tions (10-11), (10-12), (10-15) and (10-16), of which all except the first are universal. 
To these equations, one other must now be added; this is the equation for the charac
teristic wave impedance of the waveguide. This is obviously related to Z, the charac
teristic impedance of free space, and is given by 

'!1 
Zo---,----

-:- YI· - (A/A0 ) 2 

where Z0 = characteristic wave impedance of the waveguide 

'!1 = 1101r = 3770,, characteristic impedance of free space, . 
as before [Equations (8-3) and (8-4)] 

(10-17) 

Although Equation (10-17) cannot be derived here, it is logically related tci the 
other waveguide equations and to the free-space propagation conditions of Chapter 8. 
It is seen that the addition of walls has increased the characteristic impedance, as 
compared with that of free space, for these particular modes of propagation. 
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It will be seen from Equation (10-17) that the characteristic wave impedance of 
a waveguide, for TEm,o modes, increases as the free-space wavelength approaches the 
cutoff wavelength for that particular mode. This is merely the electrical analog of 
Equation (10-16), which states that under these conditions the group velocity de
creases. It is apparent that v, = 0 and 2 0 = oo not only occur simultaneously, when 
A = Ao, but are merely two different ways of stating the same thing. The waveguide 
cross-sectional dimensions are now too small to allow this wave to propagate. 

A glance at Equation (10-11) will serve as a reminder that the different TEm,o 
modes all have different cutoff wavelengths and therefore encounter different charac
teristic wave impedances. Thus a given signal will encounter one value of. 20 when 
propagated in the TE3,0 mode, and another when propagated in the TE2 ,0 mode. This is 
the reason for the name "characteristic wave impedance." Clearly its value depends 
here on the mode of propagation as well as on the guide cross-sectional dimens.ions. 
Some of the following examples will illustrate this. 

The TEm,n modes The TEm,n modes are not used in practice as often as the TEm.o 
modes (with the possible exception of the TE 1,1 mode, which does have some practical 
applications). All the equations so far derived apply to them except for the equation for 
the cutoff wavelength, which must naturally be different, .since the other two walls are. 
also used. The cutoff wavelength for TE,.,n modes is given by 

2 
Ao= V!(m/a)2 + (n!b)2 

(10-18) 

Once again the. derivation of this relation is too involved to go into here, but its 
self-consistency can be shown when it is considered that this is actually the universal 
cutoff wavelength equation for rectangular waveguides, applying equally to all modes, 
including the TE,.,0 • In the TEm,o mode, n = 0, so that Equation (10-18) reduces to 

2 
A - -:-r'="ea;==~"""'" 0 

- V(mlah + (0/b)2 

2 2 2a 
V(m/a)2 = m!a =-;;;-

Since this is identical to Equation (10-11), it is seen that Equation (10-18) is 
consistent. To make calculations involving TEm,n modes, Equation (10-18) is used to 
calculate the cutoff wavelength, and then the same equations are used for the other 
calculations as were used for TE,.,0 modes. ., 

The TMm,n modes The obvious difference between the TMm.n modes and those 
described thus far is that the magnetic field here is transverse only, and the electric 
field has a component in the direction of propagation. This obviously will require a 
different antenna arrangement for receiving or setting up such modes. Although most 
of the behavior of these modes is the same as for TE modes, a number of differences do 
exist. The first such difference is due to the fact that lines of magnetic force are closed 
loops. Consequently, if a magnetic field exists and is changing in the x direction, it 
must also exist and be changing in they direction. Hence TMm,o modes cannot exist (in 
rectangular waveguides). TM modes are. governed by relations identical to those regu
lating .TEm.n modes, except that the equation fqr characteristic wave impedance is 
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reversed, because this impedance tends to zero when the free-space wavelength ap
proaches the cutoff wavelength (it tended to infinity for TE modes). The situation is 
analogous to current and voltage feed in antennas. The formula for characteristic wave 
impedance for TM modes is 

(10-19) 

Equation (10-19) yields impedance values that are always less than 377 0, and 
this is the main reason why TM modes are sometimes used, especially TM 1.1- It is 
sometimes advantageous to feed a waveguide directly from a coaxial transmission line. 
in which case the waveguide input impedance must be a good deal lower than 3 77 n. 

Just as the TE1. 1 is the principal TEm.n mode, so the main TM mode is tbe 
TM,.,.· 

SOLUTION . 

.. Stimdard rectangµlar wav~guides have a 2:1 aspec;t1'31io •. so that b 7 a/2.;Therefore 

2 2 I •. c!2a 

Ao = ""v7 c'"1n""1a"')""2 "'+"". <"'n1"'1i,...)2 V(mla)H' (2nla)2 y,,.2 + ,r,,2. 
But here.m = n = !(Therefore, 

2a 2a 
Vt + 4 V5 = o.894a 

It is thus seen that the cutoff wavelength for the TE 1 1 and TM 1 1 modes in a 
1
rectangular waveguide is less than for the TE2,0 mode, and, ·of course, for the TE1,u 
mode. Accordingly, a bigger waveguide is needed to propagate a given frequency than 
for the dominant mode. In all fairness, however, it should be pointed out that a square 
waveguide would be used for the symmetrical modes, in which case their cutoff wave
length becomes \/Zt;, which is some improvement. 

We must not lose sight of the fact that the dominant mode is the one most likely 
to be used in practice, with the others employed only for-special applications. There are 
·several reasons for this. For installce, it is much easier to excite modes such as the 
TE 1.o, TE2.o or TM 1.1 than modes such as the TE3 . 7 or TM9•5 . The earlier modes also 
have the advantage that their cutoff wavelengths are larger than those of the later 
modes (the dominant mode is best for this). Therefore smaller waveguides can be used 
for any given frequency. The dominant mode has the advantage that it can be propa
gated in a guide that is too small to propagate any other mode, thus ensuring that no 
energy loss can occur through the spurious generation of other modes. The higher 
modes do have some advantages; it may actually be more convenient to use larger 
waveguides at the highest frequencies (see Table JO-!), arid higher modes can also be 
employed if the propagation of several signals through the one waveguide is contem
plated. Examples are now given to illustrate the major points made so far. 
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2 2 , = --= 5cm 
•', . \/0.0494+0.Jlll . 0.4 ,' 

· • ";: ~j _ c;
3
r=.Vl _ 0.444 ~ 0.746 

' ·, A 3.33 . ' • , . 
·,A,= . .,,,, = -·.-. -. = 4.6 cm 

• ' · p 0•746 · , 
~t,;X;P;; X 108 X 0.746 ';'2.24 X 108 ;,,/s 

--' "'" . J X 10
8 

. V =-,= = 4.02 X 108 m/s 
'' P ,.t, · 0.746 

, ... :Sec"'!•• tjrls is a TM mode; Equation (10-19) must be used to calculate the charac-
, :~ic''.wav~·~:rnpe4ance;'J:ience · ' · · · 

2<, t ip = 1201T X 0.745 = 281 {l 

: EXAMPLE 1.0'.8 . A wavegµide has an internal width a of 3 cm, and carries the 
, ._cl9miilant mode of!\ signal of unknown frequency. If the characteristic wave imped-
, ince_is..soo:n~-M'b~t"ifthis:.frequCncy? --_< . · 
t: ·· ... !.l. _,,.: ', -·· /,· '·/ _ _ ;;:\~'".,. ,. ·" ' '. - . • '. 

!i()LUTION' ;; .. \;:,,; '.' ''.'' ' 
• ' ' . !, • : : ;f.o=·::;;,~:= 6 en,.-

'!/, ' I ' ( A )'' ·, -:-yl 
.. :zo,,, •· .. -:-. Ao ···• 

,l!::.)~;;,;l-" ( ~)2 = {..:. ( 1201r)' = 0.57 . ,\J~,. · .. · b 0 500 

. (tr= 1 .. ""0.57 = OA3 

(\h:~j/':~·-':- . ::, 
• -'-- =V-0.43 = 0,656 
1,, -._,_-·, A·o·_·, -. -~ · - ' 

A·~· 0.656,1.0 = 0.656 X 6 = 3.93 cm 
' V 3 X 10io 

j=...£. = 7.63 X 109 = 7.63 GHz 
,I. 3.93 . 

Field patterns The electric and magnetic field patterns for the dominant mode are 
shown in Figure I0-12a. The electric field exists only at right angles to the direction of 
propagation, whereas the magnetic field has a component in the direction of propaga
tion as well as a normal component. The electric field is maximum at the center of the 
waveguide for this mode and drops off sinusoidally to zero intensity' at the walls, as 
shown. The magnetic field is in the form of (closed) loops, which lie in planes normal 
to the electric field, i.e., parallel to the top and bottom of the guide. This magnetic 
field is the same in all those planes, regardless of the position of such a plane along the 
y axis, as evidenced by the equidistant dashed lines in the er.d view. This applies to all 
TEm,o modes. The whole configuration travels down the waveguide with the group 
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(a) TE 1,0 mode (bl TE,., mode 

--- Electric field lines 
-----~-Magnetic field lines 

Top view on section a-a' Side !. 
(c) TE 1,1 mode (d) TM,., mode 

FIGURE 10-12 Field patterns of common modes in rectangular waveguides. (After A. B. 
Bronwe/l and R. E. Beam, Theory and Application of Microwaves, McGraw-Hill, New York.) 

velocity, but at any instant of time the whole waveguide is filled by these fields. The 
distance between any two identical points in the z direction is Ap, as implied in Figure 
l0-l2a. 

The field patterns for the TE2,0 mode, as shown in Figure I0-12b, are very 
similar. Indeed, the only differences are that there are now two half-wave variations of 
the electric (and magnetic) field in the X-Yplane, as shown. The field patterns for the 
higher TEm,o modes are logical extensions of those for the first two. 

Modes other than the TEm,o tend to be complex and difficult to visualize; they 
are, after all, three-dimensional. In the TE 1, 1 mode, the electric field looks like cob
webs in the corners of the guide. Examination shows that there is now one half-wave 
change of electric intensity in both thex andy axes, with an electric intensity maximum 
in the exact center of the waveguide. The magnetic field at any given cross section is 
as for the TE,.,0 modes, but it now also varies along they axis. For the TM 1, 1 mode, 
the electric field is radial and the magnetic field annular in the X-Y plane. Had the 
waveguide been circular, the electric field would have consisted of straight radial lines 
and the magnetic field of concentric circles. Also, it is now the electric field that has a 
component in the direction of propagation, where the magnetic field had one for the TE' · 

\ \ 
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modes. Finally, it will be noted from the end view of Figure I0-12c that wherever the 
electric field touches a wall, it does so at right angles. Also, all intersections between 
electric and magnetic field lines are perpendicular. 

CIRCULAR AND OTHER WAVEGUIDES 

10-2.1 Circular Waveguides 
It should be noted from the outset that in general terms the behavior of waves in 
circular waveguides is the same as iri rectangular guides. However, since circular 
waveguides have a different geometry· and some different applications, a separate 
investigation of them is still necessary. 

Analysis of behavior The laws governing the propagation of waves in waveguides 
are independent of the cross-sectional shape and dimensions of the guide. As a result, 
all the parameters and definitions evolved for rectangular waveguides apply to circular 
waveguides, with the minor modification that modes are labeled somewhat differently. 
All the equations also apply here except, obviously, the formula for cutoff wavelength. 
This must be different because of the different geometry, and it is given by 

2,rr 
Ao= (kr) 

where r = radius (internal) of waveguide 

(kr) = solution of a Bessel function equation 

(1()-20) 

To facilitate calculations fot circular waveguides; values of (kr) are shown in 
Table 10-2 for the circular waveguide modes most likely to be encountered. 

EXAMPLE 10-9 Calculate the cutoff wavelength, the guide wav~length and the · 
characteristic wave impedance of a circular waveguide whose inteniaL diame~r ls 

: 4 cm, for a· I 0-GHz signal propagated in it in the TE1,1 mode. · 

'SOLUTION 

v' 3 X J010 
A=; ""wx 109 =3cm 

- 21rr 2'11' X 'Yi 
Ao = (kr) = 1.84 (1.84 from table) 

TABLE 10-2 Values of (kr) for the Principal Modes in Circular Waveguides 
TE - TM 

MODE (kr) MODE (kr) · MODE (kr) MODE (kr) 
;rEo,1 3.83 TEo.2 7.02 TMo,1 2:40' TMo.2. 5.52 

.TE1,1 1.84 TE1.2, 5.33 TM1.1 3.8;3 .TM1,2 7.02 
TE2.1 3.05 TE2.2 6.71 TM2,1 5.14 ™2.2 8.42 I 
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One of the differences in behavior between circular and rectangular waveguides 
is shown in Table 10-2. Since the mode with the largest cutoff wavelength is the one 
with the smallest value of (kr), the TE1.1 mode is dominant. in circular waveguides. 
The cutoff wavelength for this mode is Ao = 2,rr/1.84 = 3.41r = l.?d, where dis the 
diameter. Another difference lies in the different method of mode labeling, which must 
be used because of the circular cross section. The integer m now denotes the number of 
full-wave intensity variations around the circumference, and n represents the number of 
half-wave intensity changes radially out from the center to the wall. It is seen that 
cylindrical coordinates are used here. 

Field patterns Figure 10-13 shows the patterns of electric and magnetic intensity in 
circular waveguides for the two most common modes. The same general rules apply as 
for rectangular guide patterns. There are the same travel down the waveguide and the 
same repetition rate ,\". The same conventions have been adopted, except that now 

. Sectio~ thro.ugh c-d ;, 

• 
' 

(bl TM •. , mode 

-- Electric field lines----- Magnetic field lines 

FIGURE 10-13 Field patterns of two common modes in cir,tular waveguid,es. (From A. B. 
Bronwell and R. E. Beam, Theory and Application of Microwaves/McGraw-Hill, New York.) 
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open circles are used to show lines ( electric or magnetic, depending on the mode) 
coming out of the page, and full dots are used for lines going into the page. 

Disadvantages The first drawback associated with a circular waveguide is that its 
cross section will be much bigger in area than that of a corresponding rectangular 
waveguide used to carry the same signal. This is best shown with an example . 

. :'i :.t". 

, . EXAMfLE 10-19. Calculate the ratio of the cross section of a circular waveguide to 
·: .that pf a rectangular one if each is to have the same cutoff wavelengd1 for its dominant '0)()00' • . ,'' ,j. ' ' 

; ~-. '• ·, . . 
SOLUTION 

For the dominant (TE1,1) mode in the circular waveguide, we have 

· 2,rr · 2,rr 
.l.o = (kr) = l .~4 = 3.41r 

The area, of a circle with a radius r is given by 

Ac= ,,.,.Z 

. In the rectangular waveguide, for the TE1 .o mode, 

"' • 2a 
".l.·=-=2a 
.·~ ·l 

Ito,~ two cutoff wavelengths are to be the same, fucn 

2a = 3.41r-
3.4lr ·· - .. 

•a=-· -
2

- = 1.705r ·< __ 

. . " 
The area of a standard rectangular waveguide is 

A:=·ab =a!!..= az (l.Z05r)z ·l,45r2 
' . 2 2 2', 

The ratio of the areas will thus be 

Ac ,,,.,2 
A, = 1.45,2 = 2.17 

It follows from Example 10-10 that (apart from any other consideration) the 
space occupied by a rectangular waveguide system would be considerably less than 
that for a circular system. This obviously weighs against the use of circular guides in 
some applications. 

Another problem with circular waveguides is that it is possible for the plane of 
polarization to rotate during the wave's travel through the waveguide. This may hap
pen because of roughness or discontinuities in the walls or departure from true circular 
cross section. Taking the TE1.1 mode as an example, it is seen that the electric field 
usually starts out being horizontal, and thus the receiving mechanism at the other end 
of the guide wiHbe arranged accordingly. If this polarization now- changes unpredict- · 
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ably before the wave reaches the far end, as it well might, the signal will be reflected 
rather than received, with the obvious consequences. This mitigates against the use of 
the TE,., mode. 

Advantages and special applications Circular waveguides are easier to manufacture 
than rectangular ones. They are also easier to join together, in the usual plumbing 
fashion. Rotation of polarization may be overcome by the use of modes that are rota
tionally symmetrical. TM0., is one such mode, as seen in Figure _!0-13 and TE0 •1 (not 
shown) is another. The principal current application of circular waveguides is in rota
tional couplings, as shown in Section 10-3.2. The TM0 •1 mode is likely to be_preferred 
to the TE0 •1 mode, since it requires a smaller diameter for,the same cutoff wavelength. 

The TE0 •1 mode does have a practical application, albeit only an experimental 
one at present. It may be shown that, especially at frequencies in excess of 10 (}Hz, 
this is the mode with significantly the lowest attenuation per unit length of waveguide. 
There is no mode in either rectangular or circular waveguides (or any others, for that 
matter) for which attenuation is lower. Although that property is not of the utmost 
importance for short runs of up to a few meters, it becomes significant if longer
distance waveguide transmission is considered. 

10-2.2 Other Waveguides 
There are situations in which properties other than those possessed by rectangular or 
circular waveguides are desirable. For such occasions, ridged or flexible waveguides 
may be used, and these are now described. 

Ridged waveguides· Rectangular waveguides are sometimes made with single or 
double ridges, as shown in Figure 10-14. The principal effect of such ridges is to lower 
the value of the cutoff wavelength. In tum, this allows a guide with smaller dimensions 
to be used for any given frequency. Another benefit of having a ridge in a waveguide is 
to increase the useful frequency range of the guide. It may be shown that the dominant 
mode is the only one to propagate in the ridged guide over a wider frequency range 
than in any other waveguide. _The ridged waveguide has a markedly greater bandwidth 

{r,) (b) 

FIGURE 10-14 Ridged waveguides. (a) Single ridge; (b) double ridge. 
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than an equivalent rectangular guide. However, it should be noted that ridged 
waveguides generally have more attenuation per unit length than rectangular 
waveguides and are thus not used in great lengths for standard appl,ications. 

Flexible waveguides It is sometimes required to have a waveguide sectio11 capable of 
movement. This may be bending, twisting, stretching or vibration, possibly continu
ously, and this niust not cause undue deterioration in performance. Applications such 
as these call for flexible waveguides, of which there are several types. Among the more 
popular is a copper or aluminum tube having an elliptical cross section, small trans
verse corrugations and ttansitions to rectangular waveguides at the two ends. These 
transform the TE,., mode in the flexible waveguide into the TE 1,o mode at either end. 
This waveguide 'is of continuous construction, and joints and separate bends are not 
required. It may have a polyethylene or rubber outer cover and bends easily but cannot 
be readily twisted. Power-handling ability and SWR are fairly similar to those of 
rectangular waveguides of the same size, but attenuation in dB/mis about five times as 
much. 

WAVEGUIDE COUPLING, MATCHING AND ATTENUATION 

Having explored the theory of waveguides, it is now necessary to consider the practical 
aspects of their use. Methods of launching modes in waveguides will now be described 
in detail, as will wav_eguide co-upling and interconnection, variOus Junctions, accesso
rjes, methods of impedance matching and also attenuation. Auxiliary components are 
considered in Section 10-5. 

10-3.1 Methods of Exciting Waveguides 
In order to launch a particular mode in a waveguide, some arrangement or combination 
of one or more antennas is generally used. However, it is also possible to couple a 
coaxial line directly to a waveguide, or to couple waveguides to each other by means of 
slots in common walls. · · 

Antennas When a short antenna, in the form of a probe or loop, is. inserted into a 
waveguide, it will radiate, and if it has been placed correctly, the wanted mode will be 
set up. The correct positioning of.such probes for launching common modes in rectan
gular waveguides is shown in Figure 10-15. 

If a comparison is made with Figure I 0-12, it is seen that the placement of the 
antenna(s) corresponds to the position of the desired maximum electric field. Since 
each such antenna is polarized in a plane parallel to the antenna itself, it is placed so as 
to be parallel to the field which it is desired to set up. Needless to say, the same 
arrangement may be used at the other end of the waveguide to receive each such mode. 
When two or more antennas are employed, care must be taken to ensure that they are 
fed in correct phase; otherwise the desired mode will not be set up. Thus, it is seen that 
the two antennas used for the TE 1,1 mode are in phase (in feed, not in actual orienta
.tion). However, .the two antennas used to excite the TE2 ,0 mode are fed 180~ out of 
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(a) (b) 

(c) (d) 

FIGURE 10-15 Methods of exciting common modes in rectangular waveguides. (a) TE1•0 ; 

(b) TEz.o; (c) TM1,1; (d) TE,,1 

phase, as required by the field pattern of Figure 10-12b. Phase differences between 
antennas are normally achieved by means of additional pieces of transmission line, as 
shown here. Higher TEm,o modes would be radiated by an extension of the principle 
shown. The antenna placement for the TE3 •0 mode, requiring one antenna in the center 
of the guide, would almost certainly radiate some TE1.0 mode also. Again, the antenna 
used to radiate the TM I.I mode is at right angles to the antennas used to radiate the TE 
modes, because of the different orientation of the electric field. Finally, note that the 
depth of insertion of such a probe will determine the power it couples and the imped' 
ance it encounters. Hence adjustment of this depth may be used for impedance match
ing as an alternative to a stub on the coaxial line. 

The TMo.1 mode may be launched in a circular waveguide, as shown in Figure 
l0-15c, or else by means of a loop antenna located in a plane perpendicular to the plane 
of.the probe, so as to have its area intersected by a maximum number of magnetic field 
lines. It is thus seen that probes couple primarily to an electric field and loops to a 
magnetic field, but in each case both an electric and a magnetic field will be set up 
because the two are inseparable. Figure 10-16 shows equivalent circuits of probe and 
loop coupling and reinforces the idea of b.oth fields being present regardless of which 
one is being primarily coupled to. 

Slop coupling It can· be appreciated that current must flow in the walls of a waveguide 
in which electromagnetic waves propagate. The pattern of such current flow is shown 
in Figure 10-17 for the dominant mode. Comparison with Figures 10-11 and 10-12a 
shows that the current originates at points of maximum electric field fatensity in the 
waveguide and flows in the walls because potential differences exist between various 
points along the walls. Such currents accompany all modes, but they have not been 
shown previously, to simplify the field pmtern diagrams. 



WAVEGUIDES, RESONATORS AND COMPONEN_TS 337 

(a) 

l_[ 
_ __JTL___ 

FIGURE 10-16 Loop and probe coupling. (a) Loop coupling and equivalent circuit; 
(b) probe coupling and equivalent circuit. 

If a hole or slot is made in a waveguide wall, energy will escape from the 
waveguide through the slot or possibly enter into the waveguide from outside. As a 
result, coupling by means of one or more slots seems a satisfactory method of feeding 
energy into a waveguide from another waveguide or cavity resonator (or, alternatively, 
of taldng energy out). 

When coupling does take place, it is either ·because electric field lines that 
would have been terminated by a wall now enter the second waveguide or because the 
placement of a slot interrupts the flow of wall current, and therefore a magnetic field is 
set up extending into the second guide. Sometimes, depending on the orientation of the 
slot, both effects take place. In Figure 10-17 slot I is situated in the center of the top 
wall, and therefore at a point of maximum electric intensity; thus a good deal of electric 
coupling takes place. On the other hand, a fair amount of wall current is interrupted, so 
that there will also be consider~ble magnetic coupling. The position of slot 2 is at a . 
point o{ zero electric field, but it interrupts sizable wall current flow; thus coupling 
here is primarily thmugh the magnetic field. Slots may ksituated at other points in the 
waveguide walls, and in each case coupling will take place. It will be determined in 
type and_ amount by the position and orientation of each slot, and also by the thickness 

-of the walls. 

FIGURE 10-17 Slot coupling and current flow in waveguide walls for the dominant mode. 
(Ada.ptedfro1'11 M. H; Cuff!in, The H0 ,1 Mode and Commun_ications, Point-to-Point Telecommunications.) 
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R_ectangular waveguide 

Coax~;,~ll~ine-, ------~~S~lot=::J ~--

Coaxial line 

Stub 

Adjustable stub 

(a) 

Taper --.__------

Circular 
waveguide 

(b) 

FIGURE 10-18 Coupling to waveguides from coaxial lines by means of (a) a slot; (b) a 
taper section. 

Slot coupling is very often used between adjoining waveguides, as in direc
tional couplers (see Section 10-5.1), or oetween waveguides and cavity resonators (see 
Section 10-4). Because radiation will lake place from a slot, such slots may be used as 
antennas, and hi fact they very often are. 

Direct coupling to coaxial lines When a particular microwave transmission system 
consists of partly coaxial and partly waveguide sections, there are two standard meth
ods of interconnection, as shown in Figure I 0-18. Diagram a shows a slot in a common 
wall, whereby energy from the coaxial line is coupled into the waveguide. In diagram 
b,,coupling is by means of a taper section, in which the TEM mode in the coaxial line 
is transformed into the dominant mode in the waveguide. :n each instance an imped
ance mismatch is likely to exist, and hence stub matching on the line is used as shown. 

10-3.2 Waveguide Couplings 
When waveguide pieces or components are joined together, the coupling is general. ly/ 

. by means of some sort of flange. The function of such a flange is to ensure a sm?Pth 
mechanical junction and suitable electrical characteristics, particularly low external 
radiation and low internal reflections. The same considerations apply· to yatating 
coupling, except that the mechanical construction of it is more complicated. 

Flanges A typical piece of waveguide will have a flan~e at eith/end, such as 
illustrated in Figure 10-19. At lower frequ.encies the flange wiH~r6razed or sddered 
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0 0 

D 
0 0 

(a) (b) 

FIGURE 10-19 (a) Plain flange; (b) flange coupling. 

onto the waveguide, whereas at higher frequencies a much flatter butted plain flange is. 
used. When two pieces are joined, the flanges are bolted together, care being taken to 
ensure p·ert'ect mechanical alignment if adjustment is provided. This prevents an un-. . 

wanted bend or step, either of which would produce undesirable reflections. It follows 
that the guide ends and flanges must be smoothly finished to avoid discontinuities at 
the junction. 

It is obviously easier to align individual pieces correctly if there is some adjust
ment, so that waveguides with smaller dimensions are sometimes provided with 
threaded flanges, which can be screwed together with ring nuts. · 

With waveguides naturally reduced in size when frequencies are raised, a cou
pling discontinuity becomes larger in proportion to the signal wavelength and the guide 
dimensions. Thus discontinuities at higher frequencies become more troublesome. To 
counteract this, a small gap may be purposely left between the waveguides, as shown 
in Figure 10-20. The diagram shows a choke coupling consisting of an ordinary flange 
and a choke flange connected together. To compensate for the discontinuity which 
would otherwise be present, a circular choke ring of L cross section is tised in the choke 
flange, in order tci reflect a short circuit at the junction of the ·waveguides. This is 
possible because the total length of the ring cross section, as. shown, is Ap/2, and the far 
end is short -circuited. Thus an electrical short circuit is placed at a surface where a 
mechanical short circuit would be difficult to achieve. 

Unlike the piain flange, the choke flange is frequency-sensitive, but optimum 
design can ensure a reasonable bandwidth (perhaps 10 percent of the center frequency) 
over which SWR does not exceed 1.05. 

Plain 
flange 

(a) 

,, 
4 

Choke 
flange .. I· 

(b) 

/ FIGURE 10-20 (a) Cross section ff choke coupling; (b) end vi~w of choke flange. 
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Rectangular waveguide 
{TE,.o mode) 

Circular waveguide 
(TM0 ., mode) 

Half-wave choke 

TE1., mode 
filter rings 

Rectangular waveguide 
(TE 1.o mode) 

FIGURE 10-21 Rotating coupling showing electric field patterns. 

Rotating couplings. As previously mentioned, rotating couplings are often used, as in 
radar, where a waveguide is connected to a horn antenna feeding a paraboloid reflector 
which must rotate for tracking. A rotating coupling involving circular waveguides is 
the most common ,and will be the one described here. 

A typical rotary coupling is shown in Figure 10-21, which (for simplicity) 
shows the electrical components only. The mechanical components may have varying 
degrees of complexity but are of subsidiary interest here. The rotating part of the 
waveguide is circular and carries the TM0 , 1 mode, whereas the rectangular waveguide 
pieces leading in and out of the coupling carry the dominant TE 1,0 mode. The circular 
waveguide has a diameter which ensures that modes higher than the TM0 ,1 cannot 
propagate. The dominant TE1,1 mode in the circular guide is suppressed by a ring 
filter, which tends to short-circuit the electric field for that mode, while not affecting 
the electric field of the TM0 ,1 mode (which is everywhere perpendicular to the ring). A 
9hoke gap is left around the circular guide coupling to reduce any mismatch that may 
occur and any rubbing of the metal area during the rotation. Some sort of obstacle is 
often placed at each circular-rectangular waveguide junction to compensate for reflec
tion, such obstacles are described in Section 10-3.5. 

10-3.3 Basic Accessories 
A manufacturer's catalog sh'ows a very large number of accessories which can be 
obtained with waveguides for any number of purposes. Figure 10-22 shows a typical 
rectangular waveguide run which illustrates a number of such accessories; some of 
them are now described. · · 
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A· Strai9(1t.__section, rectangular 
B Flex·twist section 
G Rigid hanger ', 
H •Sliding hanger 

/ Spring hanger 
J Feed-through 
D Pressure adaptor 
K Pressure window and gas inlet 

FIGURE 10-22 Rectangular waveguide run. (Courtesy of Andrew Antennas of Australia.) 

Bends and corners As indicated in Figure 10-22, changes of direction are often 
required, in which case a bend or a corner may be used. Since these are discontinuities, 
SWR will be increased either because of reflections from a corner, or because of a 
different group velocity in a piece of bent waveguide. 

An H-plane bend (shown in Figure 10-2,3a) is a piece of waveguide smoothly 
bent in a.plane parallel to the magnetic field fot the dominant mode (hence the name).: 
In order to keep the reflections in the bend small, its length is made several wave
lengths. If this is undesirable because of size, or if the bend must be sharp, it is possible 
to minimize reflections by making the mean length of the bend an integral number of 
guide wavelengths. In that case some cancellation of reflections takes place. It must be 
noted ,that the sharper the bend, the greater the mismatch introduced. 

For the larger wavelengths a bend is rather clumsy, and a corner may be used 
instead. Because such a corner would iritroduce ihtolerable\ reflections if it were simply 
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I 

(a) 

(b) 

A B 

' I ,,__d__, 
\ I 

k) 

FIGURE 10-23 Waveguide bend and corners. (a) H-plane bend; (b) H-plane mitered 
corner; (c) E-plane double-mitered corne;, 

a 90° comer, a part of it is cut, and the comer is then said to be mitered, as in Figure 
10-23b. The dimension c depends·on wavelength, but if it is correctly chosen, reflec
tions will be almost completely eliminated. An H-plane comer is shown. With an 
E-plane comer, there is a risk of voltage breakdown across the distance c, which would 
naturally be fairly small in such a comer. Thus if a change of direction in the E plane is 
required, a double-mitered comer is used (as in Figure l0-23c). In this both the inside 
and outside comer surfaces are cut, and the thickness of the comer is the same as that 
of the straight portion of waveguide. If the dimension d is made a quarter of a guide 
wavelength, reflections from comers A and B will cancel out, but that, in tum, makes 
the comer frequency:sensitive. 

Taper and twist sections When it is necessary to couple waveguides having different 
dimensions or different cross-sectional shapes, taper sections may be used. Again, 
some reflections will take place, but they can be reduced if the taper section i.s made 
gradual, as shown for the circular-rectangular taper of Figure 10-24a. The taper shown 
may have a length of two or more wavelengths, and if the rectangular section carries 
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(a) 
/ 

{b) 

FIGURE 10-24 Waveguide transitions. (a) Circular to rectangular taper; (b) 90' twist. 

the dominant mode, the TE 1, 1 mode will be set up in the circular section, and vice 
versa. 

Finally, if a change of polarization direction is required, a twist section may be 
used (as shown in Figure 10-24b), once again extending over two· ·or more wave
lengths. As an alternative, such a twist may be incorporated in a bend, such as those 
shown in Figure 10-22. ', 

10-3.4 Multiple Junctions 
When it_ is required to combine two or more signals ( or split a signal in.to two or more 
parts) in a waveguide system, some form of multiple junction must be used. For 
simpler interconnections T-shaped junctions are used, whereas more complex junc
tions may be hybrid Tor hybrid rings. In addition to being junctions, these components 
also have other applicatjons, and, hence they will now be described in some detail. 

T junctions Two examples of·the T junction, or tee, are shown in Figure 10-25, 
together with their transmission-line equivalents. Once again they are referred to as E
or H-plane trees, depending on whether they are in the plane of the electric field or the 
magnetic field. · 

. All three atoms of the H-plane tee lie in the plane of the magnetic field, which 
divides among the arms·. This is a current junction, Le., a parallel one, as shown by the 
transmission-line equivalent circuit. In a similar way, the E-plane tee is a voltage or 
series junction, .as indicated. Each junction is symmetrical about the central arm, so 
that the signal to be split up is fed into it ( or the signals to be combined are taj<:en from 
it). However, some form of impedance matching is generally· required to prevent 
unwanted reflections. 
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Ca) 

Cb) 

FIGURE 10-25 T junctions (tees) and their equivalent circuits. (a) H-plane tee; (b) E
plane tee. 

T junctions (particularly the E-plane tee) may themselves be used for imped
ance matching, in a manner identical to the short-circuited transmission-line stub. The 
vertical arm is then provided with a sliding piston to produce a short circuit at any 
desired point. 

Hybrid junctions If another arm is added to either of the T junctions, then a hybrid T 
junction, or magic tee, is obtained; it is shown in Figure 10-26. Such a junction is 
symmetrical about an imaginary plane bisecting arms 3 and 4 and has some very useful 
and interesting properties. 

· The basic property is that arms 3 and 4 are both connected to arms I and 2 but 
not io each other. This applies for the dominant mode only, provided each arm is 
terminated in a correct load. 

If a signal is applied to arm 3 of the magic tee, it will be divided at the junction, 
with some entering arm I and some entering arm 2, but none will enter arm 4. This 
may be seen with the aid of Figure 10-27, which shows that the electric field for the 
dominant mode is evenly symmetrical about the plane A-B in arm 4 but is unevenly 
symmetrical about plane A-Bin arm 3 (and also in arms I and 2, as it happens). That'is 
to say, the electric field in arm 4 on one side of A-B is a mirror image of the electric 
field on the other side, but in arm 3 a phase change would be required to give such even 
symmetry. Since nothing is there to provide such a phase change, no signal applied to 
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FIGURE 10-26 Hybrid T junction (magic tee). 
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ann 3 can propagate in ann 4 except in a mode with uneven symmetry about the plane 
A-B (such as a TE0 •1 or TM 1 .iJ. The dimensions being such as to exclude the propaga
tion of these higher modes, no signal travels down ann 4. Because the arrangement is 
reciprocal, application of a signal into ann 4 likewise results in no propagation down 
ann 3. 

Since. anns I and 2 are symmetrically disposed about the plane A-B, a signal 
entering either ann 3 or ann 4 divides evenly between these two lateral anns if they are 
correctly terminated. This means that it is possible to have two generators feeding 
signals, one into ann 3 and the other into ann 4. Neither generator is coupled to the 
other, but both are coupled to the load which, in Figure 10-28, is in ann 2, (while ann 
I has a matched termination connected to it). The arrangement shown is but one of a 
number of applications of the magic tee. 

It should be noted that quite bad ref)e_cJi_q11s will take._p]actull..lhe.-junction unless 
steps are taken to prevent them. From a transmission-line viewpoint, ann 3 sees an 
open circuit in place of arm 4 and, across this infinite impedance, it also sees two 
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FIGURE 10-27 Cross section of magic tee, showing plane of symmetry. 



. 346 ELECTRONIC COMMUNICATION SYSTEMS 

Antenna 

3 

IF Matched 1 Magic tee 2 Mixer 
termination out 

4 

Local 
oscillator 

FIGURE 10-28 Magic tee application (front end of microwave receiver). 

correctly matched impedances in parallel. To avoid the resulting mismatch, two obsta
cles are normally placed at the junction, in the form of a post and an iris, each of which 
will be described in the next section. 

Figure 10-29 shows a waveguide arrangement which looks quite different from 
the hybrid T and yet has very similar functions; it is the hybrid ring, or rat race. The 
arrangement consists of a piece of rectangular waveguide, bent in the E plane to form a 
complete loop whose median circumference is l .5AP' It has four orifices, with separa-

4 

la) 

4 

,. 
4 

lb) 

FIGURE 10-29 Hybrid ring (rat race). (a) Pictorial view; (b) plan and dimensions. 
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tion distances as shown in Figure 10-29b, from each of which a waveguide emerges. If 
there are no reflections from the terminations in any of the arms, any one arm is 
coupled to two others but not to the fourth one. 

If a signal is applied to arm I, it will divide evenly, with half of it traveling 
clockwise and the other half counterclockwise. The signal reaching arm 4 will cover 
the same distance, whether it has traveled clockwise or counterclockwise, and addition · 
will take place at that point, resulting in some signal traveling down.arm 4. Similarly, a 
signal reaching the input of arm 2 will have traveled a distance of A/4 if traveling 
clockwise, and IV.AP if traveling counterclockwise. The two portions of signal will 
add at that point, and propagation down ann 2 will take place. The signal at the mouth 
of arm 3 will have traveled a distance of AP/2 going one way and AP going the other, so 
that these two out-of-phase portions will cancel, and no signal will enter arm 3. In a 
similar way, it inay be shown that arm 3 is connected to arms 2 and 4, but not to arm 
1. It is thus seen that behav.ior is very similar to· that of the inagic tee, although for a 
different reason. 

The rat race and the magic tee may be used interchangeably, with the latter 
having the advantage of smaller bulk but the disadvantage of requiring internal match'. 
ing. This is not necessary in the rat race if the thickness of the ring is correctly chosen. 
The hybrid ring seems preferable at shorter wavelengths, since its dimensions are less 
critical. 

10-3.5 Impedance Matching and Tuning 
It was found in Sections 7-1.5 and 7-1.6 that suitably chosen series or parallel pieces of 
transmission line· had properties which made them useful for providing resistive or 
reactive impedances, It is the purpose of this section to show how the same effects are 
achieved in waveguides, and again transmission-line equivalents of waveguide match
ing devices will be used wherever applicable. Actually, some impedance matching 
devices have already been mentioned, and some have even been discussed in detail, 
notably the choke ring. 

Obstacles Reflections in a waveguide system cause impedance mismatches. When 
this happens, the cure is identical to the one that would be employed for transmission 
lines. That is, a lumped impedance of required value is placed at a precalculated point 
in the waveguide to overcome the mismatch, canceling the effects of the reflections. 
Where lumped impedances or stubs were employed with transmission lines, obstacles 
of various shapes are used with waveguides. 

The various irises (also called wav.eguide apertures or diaphragms) of Figure 
10-30 are a class of such obstacles. They may take any of the forms shown (or other 
similar ones) and may be capacitive, inductive or resonant. The mathematical analysis 
is complex, but fortunately the physical explanation is not. Consider the first capacitive 
iris of Figure 10-30a. It is seen that potential which existed between the top and bottom 
walls of the waveguide (in the dominant mode) now exists between surfaces that are 
closer, and therefore capacitance has increased at that point. Conversely, the iris in 
Figure !0-30b allows current to flow where none flowed before. The electric field that 
previously advanced now has a metal surface in its plane, which permits current flow. 
Energy storage in the magnetic field thus takes place, and there is an increase in · 
inductance at that point of the waveguide. 1 
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FIGURE 10-30 Waveguide ·irises and equivalent circuits. (a) Capacitive; (h) inductive; 
(c) resonant (perspective view). 

If the iris of Figure 10-30c is correctly shaped and positioned, the inductive and 
capacitive reactances introduced will be equal, and the aperture will be parallel-reso
nant. This means that the impedance will be very high for the dominant mode, and the 
shunting effect for this mode will be negligible. However, other modes or frequencies 
will be attenuated, so that the resonant iris acts as both a banopass filter and ·a mode 
filter. Because irises are by their nature difficult to adjust, they are normally used to 
correct permanent mismatches. 

A cylindrical post, extending into the waveguide from one of the broad sides, 
has the same effect as an iris in providing lumped reactance at that point. A post may 
also be capacitive or inductive, depending on how far it extends into the waveguide, 
and each type is shown in Figure 10-3 la. 

, The reasons for the behavior of such posts are complex, but the behavior itself 
is straightforward. When such a post extends slightly into the waveguide, a capacitive 
susceptance is provided at that point ·and increases until the penetration is approxi
mately a quarter-wavelength, at which point series resonance occurs. Further insertion 
of the post results in the providing of an inductive susceptance, which decreases as 
insertion is more complete. The resonance at the midpoint insertion has a sharpness 
that is inversely proportional to the diameter of the post, which can once again be 
employed as a filter. However, this time it is used as a band-stop filter, perhaps to 
allow the propagation of a higher mode in a purer form. 

The big advantage which the post has over the iris is that it is readily adjus1;!ble. 
A combination of two such posts in close proximity, now called sg:ews-mmshown in 



WAVEGUIDES, RESONATORS AND COMPONENTS 349 

(cl 

FIGURE 10-31 (a) Waveguide posts; (b) two-screw matcher; (c) three-screw tuner. (Cour
tesy of Marconi Instruments Ltd.) 

Figure 10-3lb, is often used as a very effective waveguide matcher, similar to the 
double-stub tuner (Figure 7-18). A three-screw tuner, as shown in Figure 10-31c, may 
also be used, to provide even greater versatility. 

Finally, it will be remembered that an E-plane tee may also be used in a manner 
identical to an adjustable transmission-line stub, when it is provided with a sliding, 
short-circuiting piston. Two such tees in close proximity are then analogous to a 
double-stub matcher. 

.Resistive loads and attenuators Waveguides, like any other transmission system, 
sometimes require perfectly matching loads, which absorb incoming waves completely 
without reflections, and which are not frequency-sensitive. One application for such 
terminations is in making various power measurements on a system without actually 
radiating any power. 

The most common resistive termimtion is a length of lossy dielectric fitted in at 
the end of the, waveguide and tapered very gradually (with the sharp end pointed at the 
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FIGURE 10-32 Waveguide resistive loads. (a) Single taper; (b) double taper. 

incoming wave) so as not to cause reflections. Sue~ a lossy vane may occupy the whole 
width of the waveguide, or perhaps just the center, of the waveguide end, as shown in 
Figure 10-32. The taper may be single or double, ~s illustrated, often having a length 
of >..P/2, with an overall vane length of about two wavelengths. It is often made of a 
dielectric slab such as glass, with an outside coating of carbon film or aquadag. For 
high-power applications, such a termination may have radiating fins external to the 
waveguide, through which power applied to the termination may be dissipated or 
conducted away by forced-air cooling . 

. The vane may be made movable and used as a variable attenuator, as shown in 
Figure 10-33. It will now be tapered at both ends and situated in the middle of a 
waveguide rather than at the end. It may be moved laterally from the center of the 
waveguide, where it will provide maximum attenuation, to the edges, where attenua
tion is considerably reduced because the electric field intensity there is much lower for . 
the dominant mode. To minimize reflections from the mounting rods, they are made 
perpendicular to the electric field, as shown, ·and placed Apl2 apart so that reflections 
from one will tend to cancel those from the other. 

The flap attenuator, shown in Figure 10-34, is also adjustable and may be 
employed instead of the moving vane attenuator. A resistive element is mounted on a 

FIGURE 10-33 Movable vane attenuator. 
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FIGURE 10-34 Flap attenuator . 

. hinged arm, allowing it to descend into the center of the waveguide through a suitable 
longitudinal slot. The support for the flap attenuator is simpler than for the vane. The 
depth of insertion governs the attenuation, and the dielectric may be shaped to make 
the attenuation vary linearly with depth of insertion. · 

This type of attenuator is quite often used in practice, especially in situations 
where a little radiation from the slot is not considered significant. Both vanes and flaps 
are capable of attenuations in excess of 80 dB. 

Attenuation in waveguides Waveguides below cutoff have attenuation for any or all 
of the following causes: 

1. Reflections from obstacles, discontinuities or misaligned waveguide sections 
2. Losses due to currents flowing in the waveguide walls 
3. Losses in the dielectric filling the waveguide 

The last two are similar to, but significantly less than, the corresponding losses 
in coaxial lines. They are lumped together and quoted in decibels per 100 meters. Such 
·losses depend on the wall material and its roughness, the dielectric used and the fre
quency (because of the skin effect). Typical losses for standard, rigid air-filtered rec
tangular waveguides are shown in Table 10-1. For brass guides they range from 4 dB/ 
100 m at .5 GHz, to 12 dB/100 m at 10 GHz, although for aluminum guides they are 
somewhat lower. For silver-plated waveguides, losses are typically 8 dB/100 m at 
35 GHz, 30 dB/100 m at 70 GHz and nearly 500 dB/100 m at 200 GHz. To reduce 
losses, especially at the highest frequencies, waveguides are sometimes plated (on the 
inside) with gold or platinum. 

As already pointed out, the waveguide behaves as a high-pass filter. There is 
heavy attenuation for frequencies below cutoff, although the waveguide itself is virtu
ally lossless. Such attenuation is due to reflections at the mouth of the guide instead of 
propagation. Some propagation does take place in so-called evanescent modes, but this 
is very slight. 

For a waveguide operated well below cutoff, it may be shown that the attenua
tion .<fl is given by 

(10-21) 

and 
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2,r 
a=

Ao 

where e = base of natural logarithm system 

a = attenuation factor 

;; = length of waveguide 

A0 = cutoff wavelength of waveguide 

(10-22) 

Under these conditions, attenuation is substantially independent of frequency 
and reduces to 

40,r;; 
sdds = 20 log ea;; = 20a;; log e = -- log e 

Ao 

= 40,r X 0.434 X £ 
Ao 

,;, 54.5;; dB 
Ao 

(10-23) 

where sdds is the ratio, expressed in decibels, of the input voltage to the output voltage 
from a waveguide operated substantially below cutoff. 

EXAMPLE 10-11 Calculate the voltage attenuation provided' by ai25-cJ11.lengdt.i(. ! 
waveguide havillg a= 1 cm and b = 0.5 cm, in.which a 1°GHz signal iS,pr<)pllg8!~lf: 
in the dominant trode. · .; .. ,0· • 

. SOLUTION 

. 2a . 2 ...• 
,\=-.-.. =I x-.=2cm 

.D; .. ni' ,, "•k . 
. 3 X J010 . 

. ,\ . 
109 

- 30 cm 

Tile wavegui~ is thus wen 1,elow cutoff, and therefOI'e . . 

. . 25 
111.,. = 54.5L = 54.5 x -2 = 681 dB 

·· · Lo · 

·;; 

Large though it is, this figure is quite realistic ano inepresentative of thebigh lil: • 
• possessed by a waveguide when used as a filter. ·• · • 

A waveguide below cutoff is often used as an adjustable, calibrated attenuator 
for UHF and microwave applications. Such a piston attenuator is a piece of waveguide 
to which· the output of the generator is connected and within which a coaxial line may • , 
slide. The line is terminated in a probe or loop, and the distance between this coupling 
element and the generator end of the waveguide may be varied, adjusting the length of 
the waveguide and therefore its attenuation. 
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CAVITY RESONATORS 

At its simplest, a cavity resonator is a piece of waveguide closed off at both ends with 
metallic planes. Where propagation in the longitudinal direction took place in the 
waveguide, standing waves exist in the resonator, and oscillations can take place if the 
resonator is suitably_excited. Various aspects of cavity resonators will now be consid-

. ered. 

10-4.1 Fundamentals 
Waveguides are used at the highest frequencies to transmit power and signals. Simi
larly, cavity resonators are employed as tuned circuits at such frequencies. Their opera
tion follows directly from that of waveguides. 

Operation Until now, waveguides have been considered from the point of view of 
standing waves between the side walls (see Figures 10-8 to 10-10), and traveling waves 
in the longitudinal direction. If conducting end walls are placed in the waveguide, then 
standing waves, or oscillations, will take place if a source is located between the walls. 
This assumes that the distance between the end walls is nAp/2, where n is any integer. 
The situation is illustrated in Figure 10-35. 

As shown here and discussed in a slightly different context in Section 10-1.3, 
placement of the first wall ensures standing waves, and placement of the second wall 
permits oscillations, provided that the second wall is placed so that the pattern due to 
the first wall is left undisturbed. Thus, if the second wall is AP/2 away from the first, as 
in Figure 10-36, oscillations between the two walls will take place. They will then 
continue until all the applied energy is dissipated, or indefinitely if energy is constantly 
supplied. This is identical to the behavior of an LC tuned circuit. 

It is thus seen that any space enclosed by conducting walls must have one (or 
more) frequency at which the conditions just described are fulfilled. In other words, 
any such enclosed space must have at least one resonant frequency. Indeed, the com
pletely enclosed waveguide has become a cavity resonator with its own system of 
modes, and therefore resonant frequencies. The TE and TM mode-numbering' system 
breaks down unless the cavity has a very simple shape, and it is preferable to speak of 
the resonant frequency rather than mode. 

Suitable positions for second wall 

ffii"' 
FIGURE 10-35 Transformation from rectangular waveguide pro(iagating TE1,0 mode to 
cavity resonator oscillating in (a) TE1,0,1 mode; (b) TE1,0,2 mode. 
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FIGURE 10-36 Reentrant cavity resonators. 

Each cavity resonator has, an infinite number of resonant frequencies. This can 
be appreciated if we consider that with the resonator of Figure I 0-35 oscillations would 
have been obtained at twice the frequency, because every distance would now be Ap,' 
instead of Ap/2. Several other resonant frequency series will also be present, based on 
other modes 9f propagation, all permitting oscillations to take place within the cavity. 
Naturally such behavior is not really desired in a resonator, but it need not be especially 
harmful. The fact that the cavity can oscillate at several frequencies does not mean that 
it will. Such frequencies are not generated spontaneously; they must be fed in. ·· 

Types The simplest cavity resonators may be spheres, cylinders or rectangular 
prisms. However, such cavities are not often used, becausethey all share a common 
defect; their various resonant frequencies are harmonically related. This is a serious 
drawback in all those situations in which pulses of energy are fed to a cavity. The 
cavity is supposed to maintain sinusoidal oscillations through the flywheel effect, but 
because such pulses co_ntain harmonics and the cavity is able to oscillate at the har-
. monic frequencies, the output is still in the form of pulses'. As a result, most practical 
· cavities have odd shapes to ensure that the various oscillating frequencies are not 
harmonically related, and therefore that harmonics are attenuated. 

Some typical irregularly shaped resonators are illustrated. Those of Figure 
I0-36a might be used with reflex klystrons, whereas the resonator of Figure I0-36b is 
popular for use with magnetrons (see Chapter 11). They are known as reentrant reso
nators, that is, resonators so shaped that one of the walls reenters the resonator shape. 
The first two are figures of revolution about a central vertical axis, and the third one is 
cylindrical. Apart from being useful as tuned circuits, they are also given such shapes 
so that they can be integral parts of the above-named microwave devices, being there
fore doubly useful. However, because of their shapes, they have resonant frequencies 
that are not at.all easy to calculate. 

Note that the general size of a cavity res\)nator, for a given dominant mode, is 
similar to the cross-sectional' dimensions of a waveguide carrying a dominant mode of 
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the same signal (this is merely an approximation, not a statement of equivalence). Note 
further that (as with quartz crystals) the lowest frequency of oscillations' of a cavity 
resonator is also one of most intense oscillation, as a ge11eral rule. 

Applications Cavity resonators are employed for much the same purposes as tuned 
LC circuits or resonant transmission lines, but naturally at much higher frequencies 
since they have the same overall frequency coverage as waveguides. They may be 
input or output tuned circuits of amplifiers, tuned circuits of oscillators, or resonant 
circuits used for filtering or in conjunction with mixers. In addition, they can be given 
shapes that make them integral parts of microwave amplifying and oscillating devices, 
so that almost all such devices use them, as will be discussed in the next chapter. 

One of the many applications of the cavity resonator is as a cavity wavemeter, 
used as a microwave frequency-measuring device. Basically it is a simple cavity of 
cylindrical shape, usually with. a plunger whose insertion · varies the resonant fre
quency. Adjustment is by means of a calibrated micrometer. The plunger has absorbent 
material on one side of it (the back) to prevent oscillations in the back cavity, and the 
micrometer is calibrated directly in terms of wavelength, from which frequency may be 
calculated. 

A signal is fed to a cavity wavemeter through an input loop, and a detector is 
connected to it through an output loop. The size of the cavity is adjusted with the 
plunger until the detector indicates that pronounced oscillations are taking place, 
whereupon frequency or wavelength is read from the micrometer. Coaxial line wave
meters also exist, but they have a much lower Q than cavity wavemeters, perhaps 5000 
as compared with 50,000. 

10-4.2 Practical Considerations 
Having considered tlie more fundamental aspects of cavity resonators, we must now 
concentrate on two practical matters concerning them. Since tuned circuits cannot be 
used in practice unless it is pos~ible to couple energy to or from them and are not of 
much practical use unless they are tunable, coupling and tuning must now be dis
cussed. 

Coupling to cavities Exactly the same methods may be used for coupling to cavity 
resonators as are employed with waveguides. Thus, various slots, loops and probes are 
used to good advantage when coupling of power into or out of a cavity is desired. It 
must be realized, however, that taking an output from a cavity not only loads it but also 
changes its resonant frequency slightly, just as in other tuned circuits. For a cavity, this 

· can be explained by the fact that the insertion of a loop distorts the field that would 
otherwise have existed in the resonator. Hence a cavity may require retuning if such a 
loop is inserted or rotated to change the degree of coupling. It should also be mentioned 
that the one position of loop, probe or slot is quite capable of exciting several modes 
other than the desired one. This is unlikely to be a problem in practice, however, 
because the frequencies corresponding to these spurious modes are hardly likely to be 
present in the injected s,ignal. 
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FIGURE 10-37 Coupling of cavity to electron beam. 

There is one form of coupling which is unlikely with waveguides, but quite 
common with cavity resonators, especially those used in conjunction with klystrons; 
this is coupling to an electron beam. The situation is illustrated in Figure 10-37, which 
shows a typical klystron cavity' together with the distribution of some of the electric 
field. 

The beam_passes through the center of the cavity: This is usually a figure of 
revolution about an axis coinciding with the center of the beam, with holes or mesh at 

· its narrow gap to allow the passage of the beam. If the cavity is _oscillating but the beam 
itself is unmodulated (having _a uniform current density), then the presence of the 
electric field across the gap in the cavity will have an effect on the beam. This field will 
accelerate some electrons in it and retard others, depending on the size and polarity of 
the gap voltage at the time when electrons pass the gap. If the current of the beam is 
modulated ~nd flows in pulses, as often happens in practice, the pulses will deliver 
energy to the cavity. This will cause oscillation if the pulse repetitiori rate corresponds 
to a resonant frequency of the cavity. 

Tuning of"cavities Precisely the same methods are used for tuning cavity resonators 
as were used for impedance matching of waveguides, with the adjustable screw, or 
post, perhaps the most popular. However, it is important to examine-the effects of such 
tuning, and also loading, on the bandwidth and Q of the cavity resonator. 

Q has the same meaning f~r cavity resonators as for any other tuned circuits and 
may be defined as the ratio of the resonant frequency to the bandwidth. However, it is 
perhaps more useful ·to base the definit\on of Q here on a more fundamental relation, 
i.e.-, 

· energy stored 
Q = 21r-----'"------

- energy lost each cycle 
(10-24) 

Roughly speaking, energy is stored in the volume of the resonator and dissi
pated through its surface. Hence it follows that the shape givi1,g the highest volume-to
surface-area ratio is likely to have the"highest Q, all else being equal. Thus the sphere, 
cylinder and rectangular prism are used where high Q is the primary requirement. If a 
cavity is well designed and constructed, and plated on the inside with gold or silver, its 
unloaded Q will range from about 2000 for a reentrant cavity to 100,000 for a spherical 
one. Values somewhat in excess of 40,000 are also attainable for the spherical cavity 
when it is loaded. 
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When a cavity is tuned by means of a screw or sliding piston, its Q will suffer, 
and this should be taken into account. The Q decreases because of the extra area due to 
the presence of the tuning elements, in which current can flow, but this state of affairs 
is not always undesirable because wideband applications exist in the microwave range 
also. 

The introduction of a solid dielectric material will have the effect of changing 
the resonant frequency; since the signal wavelength in the resonator is affected. Be
cause the velocity of light in such a dielectric is less than in air, the wavelength will be 
reduced, and so will the size of the cavity required at any given frequency. If such a 
dielectric is introduced gradually, the frequency of the resonance will depend on the 
depth of the insertion, so that this is a useful method of tuning a cavity. However, since 
dielectric materials have significant losses at microwave frequencies, the Q of the 
cavity will be reduced by their introduction. Once again, this may or may not be 
desirable. 

Still another method of tuning a cavity consists in having a wall that can be 
moved in or out slightly by means of a screw, which operates on an arm that in tum 
tightens or loosens small bellows. These move this wall to a certain extent. This 
method is sometimes used with permanent cavities built into reflex klystrons as a form 
of limited frequency shifting. Other methods of tuning include the introduction of 
f~rrites, such as yttrium-iron-garnet (YIG), irito the cavity. (See Section 10-5.2.) 

It is generally difficult to calculate the frequency of oscillation of a cavity' for 
the dominant or any other mode, especially for a complex shape. Tuning helps because 
it makes design less critical. Another aid is the principle of similitude, which states that 
if two resonators have the same shape but a different size, then their resonant frequen-

. cies are inversely proportional to their linear dimensions. It is thus possible to make a 
scale model of a desired shape of resonator and to measure its resonant frequency. If 
the frequency happens to be four times too high; all linear dimensions of the resonator 
are increased fourfold. This also means that it may be convenient to decide on a given 
shape for a particular application and to keep changing dimensions for different fre
quencies. 

AUXILIARY COMPONENTS 

In addition to the various waveguide components described in Section 10-3, a number 
of others are often used, especially in measurements and similar applications. Among 
these are directional couplers, detector and thermistor mounts, circulators and isola
tors, and various switches. They differ from the previously describ.ed components in 
that they are separate components, and in any case they are somewhat more specialized 
than the various internal elements so far described. 

10-5,1 Directional Couplers 
A transmission-line directional coupler was described in Section 7-3.2. Its applications 
were indicated at the time as being unidirectional power flow measurement, SWR 
measurement and unidirectional wave radiation. Exactly the same considerations apply 
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FIGURE 10-38 Two-hole directional coupler. 

to waveguides. Several directional couplers for waveguides exist, and the most com
mon ones will be described, Jncluding a direct counterpart of the transmission-line 
coupler, which is also commonly used with waveguides. It should also be mentioned 
that the hybrid T junction and hybrid ring of Section 10-3.4 are not normally classified 
as directional couplers. 

Two-hole coupler The coupler of Figure 10-38 is the waveguide analog of the trans
mission-line coupler of Figure 7-19. The operation is also almost identical, the only 
exceptions being that the two holes are now Ap/4 apart, and a different sort of attenua
tor is used to absorb backward wave components in the auxiliary guide. Students are 
referred to Section .7-3.2 for details of the operation. 

This is a very popular waveguide directional coupler. It may also be used for 
direct SWR measurements if the absorbing attenuator is replaced by a detecting device, 
for measuring the components in the auxiliary guide that are proportional to the re
flected wave in the main waveguide. Such a directional coupler is called a reflectome
ter, but because it is rather difficult to match two detectors, it is often preferable to use 
two separate directional couplets to form the reflectometer. 

Other types Other directional couplers include one type that employs a single slot 
(with two waveguides having a different orientation). There are also a directional 
coupler with a single long yiot so shaped that directional properties are preserved and 
another type which uses two slots with a capacitive coaxial loop through them. There 
are a series of couplers similar to the two-hole coupler, but with three or more holes in 
the common wall. If three holes are used, the center one generally admits twice as 
much power as the end holes, in an attempt to extend the bandwidth of such a coupler. 
The two-hole coupler is directional only at those frequencies at which the hole separa
tion is nAp/4, where n is an odd integer. 

10-5.2 Isolators and Circulators 
It often happens at microwave frequencies that coupling must be strictly a one-way 
affair. This applies for most microwave generators, whose output amplitude and fre
quency could be affected by changes in load impedance. Some means must be found to 
ensure that the coupling is unidirectional from generator to load. A number of semicon
ductor devices used for microwave amplification and oscillation are two-terminal de
vices, in which the input. and output wouict interfere unless some means of isolation 
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were found. As a result, devices such as isolators and circulators are frequently_ em
ployed. They have properties much the same as directional couplers and hybrid junc
tions, respectively, but with different applications and construction. Since various 
ferrites are often used in isolators and circulators, these materials must be studied 
before the devices themselves. 

Introduction to ferrites A ferrite is a nonmetallic material (though often an iron 
oxide compound) which is an insulator, but with magnetic properties similar tq those of 
ferrous metals. Among the more common ferrites are manganese ferrite (MnFe20,), 
zinc ferrite (ZnFe203 ) and associated ferromagnetic oxides such as yttrium-iron-garnet 
[Y3Fei(Fe04h], or YIG for short. (Garnets are vitreous mineral substances of various 
colors and composition, several of them being quite valuable as gems.) Since all these 
materials are insulators, electromagnetic waves can propagate in them. Because the 
ferrites have strong magnetic properties, external magnetic fields can be applied to 
them with several interesting results, including the Faraday rotation mentioned in 
connection with wave propagation in Section 8-2.5. 

When electromagnetic waves travel through a ferrite, they produce an RF mag
. netic field in the material, at right angles to the direction of propagation if the mode of 
propagation is correctly chosen. If an axial magnetic field from a permanent magnet is 
applied as well, a complex interaction takes place in the ferrite. The situation may be 
somewhat simplified if weak and strong interactions are considered separately. 

With only the axial de magnetic field present, the spin axes of the spinning 
electrons align themselves along the lines of magnetic force, just as a magnetized 
needle aligns itself with the earth's magnetic field. Electrons spin because this is a 
magnetic material. In other materials spin is said to take place also, but each pair of 
electrons has individual members spinning in opposite directions, so that there is an 
overall cancellation of spin momentum. The so-called unpaired spin of electrons in a 
ferrite causes individual electrons to have angular momentum and a magnetic moment 
along the axis of spin: Each electron behaves very much like a gyroscope. This is 
shown in Figure I0-39a. 

Original spin axis 
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Direction 
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FIGURE 10-39 Effect of magnetic fields on spinning electron. (a) de field only; (b) de and 
"RF magnetic fields. 
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When the RF magnetic field due to the propagating electromagnetic waves is 
also applied, it is perpendicular to the axial de magnetic field, so that the electrons 
precess about their original spin axis. This is due to the gyroscope forces involved and 
occurs at a rate that depends on the strength of the de magnetic field. Furthermore, it 
is identical to the behavior that an ordinary gyroscope would exhibit under these condi
tions. Because of the precession, a magnetic component at right angles to the other two 
is produced, as si)own in Figure I0-39b. This has the effect of rotating the plane of 
polarization of the waves propagating through the ferrite and is similar to the behavior 
of light, which Michael Faraday discovered in 1845. 

The amount by which the plane of polarization of the waves will be rotated 
depends on the length and thickness of the ferrite material, and on the strength of the de 
magnetic field. The field must provide at least saturation magnetization, which is .the 
minimum value required to ensure that the axes of the spinning electrons are suitably 
aligned. In turn, this is tied up in a rather complex fashion with the lowest usable 
frequency of the ferrite. This property of ferrites, whereby the plane of polarization of 
propagating waves is rotated, is a basis for a number of nonreciprocal devices. These 
are devices in which the properties in one direction differ from those in the other 
direction. Metallic magnetic materials cannot be used for such applications because 
they are conductors. Thus electromagnetic waves cannot propagate in them, whereas 
they can in ferrites, with relatively low losses. 

The rate of precession is proportional to the strength of the de magnetic fielcl 
and is 3.52 MHz per ampere per meter for·most ferrites. For example, if this field is 
1000 Alm, the frequency of precession will be 3.52 GHz. Such a magnetic field 
strength is well above saturation and therefore higher than would be used if merely a 
rotation of the plane of polarization were required. If the de magnetic field is made as 
strong as this or even stronger, the possibility of the precessional frequency being equal 
to the frequency of the propagated electromagnetic waves is introduced. When this 
happens, gyromagnetic resonance interaction takes place between the spinning elec
trons and the magnetic field of the propagating waves. If both the electrons and this 
magnetic field are rotating clockwise, energy is delivered to the electrons, making 
them rotate more violently. Absorption of energy from the magnetic field of the propa
gating waves thus takes place, and the energy is dissipated as heat in the crystalline 
structure of the ferrite material. If the two spins are in the opposite sense, energy is 
alternately exchanged between the electrons and the RF magnetic field. Since the net 
effect is zero, the electromagnetic propagating waves are unaffected. This behavior 
also forms the basis for devices with nonreciprocal properties. 

Two other quantities of importance must now be mentioned. The first is line 
width, which is the range of magnetic field strengths over which absorption will take 
place and is defined between the half-power points for absorption. A wide line indi
cates that the material has wideband properties, and materials can be modified to 
possess it, but generally at the expense of other properties. YIG has the narrowest line 
width known, corresponding to Q's over 10,000. The other quantity is the Curie 
temperature, at which a magnetic material loses its magnetic properties. It ranges up to 
600°C for ferrites but may be as low as IOO'C for materials with special properties such , 
as broad line width. Ii is 280°C for YIG. This places a limitation on the maximum 
temperature at which a ferrite may be operated, and therefore ·on the power dissipated. 

• J ' 

,, 
I 



WAVEGUIDES,.RESONATORS AND COMPONENTS 361 

However, with external cooling, ferrite devices are available that can handle powers as 
high as 150 kW CW and ·3 MW pulsed. 

The final limitation to which ferrites may be subject is their maximum fre
quency of operation. For a device utilizing resonance absorption, this is dependent on 
the maximum magnetic field strength that can be generated and is offset somewhat by 
the general reduction in the size of waveguides as frequency is increased. The present 
upper frequency limit for commercial devices is in excess of 220 GHz. 

Isolators Ferrite isolators may be based either on Faraday rotation, which is used for 
powers up to a few hundred watts, or on resonant absorption, used for higher powers. 
The Faraday rotation isolator, shown in Figure 10-40, will be dealt with first. 

The isolator consists of a piece of circular waveguide carrying the TE,,, mode, 
.with transitions to a standard rectangular guide and TE 1,0 mode at both.ends (the output 
end transition being twisted through 45'). A thin "pencil" of ferrite is located inside 
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rotated 
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wave 
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FIGURE 10-40 Faraday rotation isolator. (a) Cutaway view; (b) method of operation. 
·) 
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· the circular guide, supported by polyfoam, and the waveguide is surrounded by a 
permanent magnet which generates a magnetic field in the ferrite that is generally about 
160 Aim. A typical practical X-band (8.0 to 12.4 GHz) device may have a length of 
25 mm and a weight of 100 g without the transitions. 

Because the de magnetic field (well.below that required for resonance) is ap
plied, a wave passing through the ferrite in the forward direction will have its plane of 
polarization shifted clockwise (through 45° in practical isolators) by the time it reaches 
the output end. This wave is then passed through the suitably rotated output transition, 
and it emerges with an insertion loss (attenuation in the forward direction) between 0.5 
and 1 dB in practice. It has not been affected by either of the resistive vanes because 
they are at right angles to the plane of its electric field; this is shown in Figure 10-40b . 

. A wave that tries to propagate through the isolator in the reverse direction is 
also rotated clockwise, because the direction of the Faraday rotation depends only on 
the de magnetic field. Thus, when the wave emerges into the input transition, not only 
is it absorbed by the resistive vane, but also it cannot propagate in the input rectangular 
waveguide because of its dimensions. This situation is shown in Figure 10-40b. It 
results in the returned wave being attenuated by 20 to 30 dB in practice (this reverse 
attenuation of an isolator is called its isolation). Such a practical isolator will have an 
SWR not exceeding 1.4, with values.as low as LI, which is sometimes obtainable, and 
a bandwidth between 5 and 30 percent of the center frequency. 

This type of isolator is limited in its peak power-handling ability to about 2 kW,: 
because of nonlinearities in the ferrite resulting in the phase shift departing from the 
ideal 45°. However, it has a very wide range of applications in the low-power field, 
since most microwave amplifiers and oscillators have output powers considerably 
lower than 2 kW. 

The other popular type of isolator is the resonant absorption isolator, which is 
commonly used for high powers. It consists of a piece of rectangular waveguide carry
ing the TE 1•0 mode, with a piece of longitudinal ferrite material placed about a quarter 
of the way from one side of the waveguide and halfway between its ends. A permanent 
magnet is placed around it and generates a much stronger field than in the Faraday 
rotation isolator. The arrangement of the resonant absorption isolator is shown sche
matically in Figure 10:41. 

Examination of the field patterns for the TE,.o mode in rectangular waveguides 
shows that the ferrite has been placed at a point where the magnetic field is strong and 

Waveguide 

F1GURE 10~41 Resonance absorpti~n isolator (end view) . . 
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circularly polarized. This polarization will be clockwise in one direction of propaga
tion, and counterclockwise in the other. There will thus be unaffected propagation in 
one direction but resonance (and hence absorption) ff waves try .to propagate in the 
other direction. Once again unidirectional characteristics have been achieved. 

The maximum power-handling ability of resonance isolators is limited by tem
perature rise, which might bring the ferrite close to its Curie point. The on~ described 
and shown in Figure 10041 is a typical medium-power resonance isolator, weighing 
about 300 g. It can handle up to 100 W average and 10 kW peak in the X band, having 
an SWR of 1.15. The isolation is typically 60 dB, and the insertion loss I dB. When 
this type of isolator is modified, it can handle powers in excess of 300 kW pulsed in the 
X band, and much more at lower microwave frequencies. 

Circulators A circulator is a ferrite device somewhat like a rat race. It is very often a 
four-port (i.e., four-terminal) device, as shown in Figure I0-42a, although other forms 
also exist. It has the property that each terminal is connected only to the next clockwise 
terminal. Thus port 1 is connected to port 2, but not to 3 or 4; 2 is connected to 3, but 
not to 4 or l; and so on. The main applications of such circulators are either the 

. isolation of transmitters and receivers connected to the same antenna (as in radar), or 
isolation of input and output in two-terminal amplifying devices such as parametric 
amplifiers (see Section 12-3). 

A four-port Faraday rotation circulator is shown in Figure 10-42. It is similar to 
the Faraday rotation isolator already described. Power entering port 1 is converted to 
the TE 1, 1 mode in the circular waveguide, passes port 3 unaffected because the electric 
field is not significantly cut, is rotated through 45° by the ferrite insert (the magnet is 
omitted for simplicity), continues past port 4 for the same reason that it passed port 3, 
and finally emerges from port 2, just as it did in the isolator. Power fed to port 2 will 
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FIGURE 10-42 Ferrite circulator. (a) Schematic diagram; (b) Faraday rotation four-port 
circulator. 
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FIGURE 10-43 Y ferrite circulator. (a) Schematic diagram; (b) exploded view of stripline 
circulator with co~al terminals. 

undergo the same fate that it did in the isolator, but now it is rotated so that although it 
· still cannot come out of port 1, it has port 3 suitably aligned and emerges from it. 
Similarly, port 3 is coupled only to port 4, and port 4 to port 1. This type of circulator 
is power-limited to the same extent as the Faraday rotation isolator, but it is eminently 
suitable as a low-power device. However, since it is bulkier than the Y (or wye) 
circulator (to be described), its use is restricted mostly to the highest frequencies, in the 
millimeter range and above. Its characteristics are similar to those of the isolator. 

High-power circulators are fairly similar to the resonance isolator and handle 
powers up to 30 MW peak. 

Figure 10-43 shows a miniatore Y (or wye) circulator. There are waveguide, 
coaxial, and stripline versions of it. The last one, as will be shown in Chapter 12, is 
by far the most popular. A three-port version is shown-a four-port circulator of this 
type is obtained by joining two wyes together. This is seen in Figure 10-50, in a 
slightly different context. 

With the magnet on one side of the ferrite only, and with a suitable magnetic 
field strength, a phase shift will be applied to any signal fed in to the circulator. If the 
three striplines and coaxial lines are arranged 120° apart as shown, a clockwise shift 
and correct terminations will ensure that each signal is rotated so as to emerge from the 
next clockwise port, without being coupled to the remaining port. In this fashion, 
circulator properties are obtained. A practical Y circulator of the type shown is typi
cally 12 mm high and 25 mm in diameter. It handles only small powers but may have 
an isolation over 20 dB, an insertion loss under 0.5 dB and an SWR of 1.2, all in the 
X band. A similar four-port circulator, consisting of two joined wyes, •.¥ill be housed in 
a rectangular box measuring 45 x 25 x 12 mm. It will have similar performance fig
ures, except that the isolation is now in excess of 40 dB, and the insertion loss is about 
0.9 dB. 
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10-5.3 Mixers, Detectors and Detector Mounts 
As will be seen in Chapters 11 and 12, ordinary transistor and tube RF amplifiers 
eventually fail at microwave frequencies, because of greatly increased noise, compared 
with their low-frequency performance. Unless a receiver is to be very low-noise and 
extremely sensitive (in which case special RF amplifiers will be used, as explained in 
Chapter 12), then a mixer is the first stage encountered by the incoming signal in such a 
receiver. Silicon point-contact diodes (called "crystal diodes") have been used as 
mixers since before World War II, because of their relatively low noise figures at 
microwave frequencies (not in excess of 6 dB at 10 GHz). Schottky barrier diodes 
have more recently been employed as microwave mixers and are described in Chapter 
12. They have similar applications but even lower noise figures (below 4 dB at 
10 GHz). These diodes will now be described briefly. However, what is of greater 
significance here is how mixer and detector diodes are mounted and used in 
waveguides, and the rest of this section will be devoted to that subject. 

Point-contact diodes . The construction of a typical point-contact silicon diode is 
shown in Figure 10-44-an identical construction would be use.ct for other semicon
ductor materials. It consists of a (usually) brass base oh which a small pellet of silicon, 
germanium, gallium arsenide or indium phosphide is mounted. A fine gold-plated 
tungsten wire, with a diameter of 80 to 400 µm and a sharp point, makes contact with 
the polished top of the semiconductor pellet and is pressed down on it slightly for 
spring contact. This "cat's whisker," as it is known, is connected to the top brass 
contact, which is the cathode of the device. The semiconductor a:nd the cat's whisker 
are surrounded by wax to exclude moisture and are located in a metal-ceramic housing, 
as shown in Figure 10-44. 

Such diodes can be fitted into coaxial or waveguide mounts and are available at 
frequencies in excess of 100 GHz," although they are then noisier than at X band. As 
already mentioned, th~y are used as microwave mixers or detectors, there being some 
differences in diode characteristics between the two applications. 

Diode· mounts A diode musfbe mounted so that it provides a complete de path for 
rectification, without unduly upsetting the RF field in the waveguide. That is, the 
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FIGURE 10-44 Diode construction. 
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FIGURE 10-45 Diode waveguide mounts. (a) Simple; (b) tunable. 

mount must not constitute a mismatch which causes a high SWR. For example, the 
diode cannot be connected across the open end of a _waveguide, or a mismatch will 
exist because of reflections. The diode must be connected across the waveguide for RF 
but not for de (nor the IF, as the case may be). Any reflections from it must be 
canceled. This suggests mounting the diode Ap/4 from the short-circuited end of a 
guide and attaching it to the bottom wall of the waveguide via a half-wave choke rather 
than ·directly. This will provide an RF connection but a de open circuit, as required. 
Such an arrangement is indicated in cross section in Figure l0-45a, and l0-45b shows 
a more practical arrangement. Here a tuning plunger is used, instead of relying on a 
fixed wall Api4 away to prevent mismatch-broadband operation is thus ensured. 
Other versions of this arrangement also exist, in which the diode is connected across 
the waveguide by means other than the half-wave choke. Tuning screws are also often 
provided on the RF input side of the diode for further matching, as shown here. 

When a diode is used as a mixer, -it is necessary to iµtroduce the local oscillator 
signal into the cavity or waveguide, as well as the RF signal. That such a local oscilla
tor signal was already present was assumed in Figure 10-45; a frequently used method 
of introducing it is shown in Figure -10-46. 

It is sometimes important to apply automatic frequency control to the local 
oscillator in a m!crowave receiver, particularly in radar receivers. Under these circum
stances, a separate AFC diode is preferred. The result is a balanced mixer, one form of 
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FIGURE 10-46 Method of local oscillator injection in a·microwave diode mixer. 

which uses a magic tee junction to ensure that both diodes are coupled to the RF and 
local oscillator signals, but that the two signals are isolated from each other. A bal
anced mixer such as this is shown in Figure 10-47. 

10-5.4 Switches 
It is often necessary to·preveilt microwave power from following a particular path, or 
to force it to follow· another path; as at lower frequencies, the component used for this 
purpose is called a switch. Waveguide (or coaxial) switches may be mechanical (manu
ally operated) or electromechanical (solenoid-operated). They can also be electrical, in 
which case the switching action is provided by a change in the electrical properties of 
some device. The electrical type of switch will be the only one described here. It is 
conveniently categorized by the device used., which may be a gas tube, a semiconduc-
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FIGURE 10-41 Hybrid T.(magi~ tee) balanced mixer. 
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FIGURE 10-48 Gas (TR) tube. (a) Modern commercial tube; (b) simplified cross section. 
(By permission of Ferranti, Ltd.) 

tor diode, or a piece of ferrite material. A very common application of such switches 
will be described, namely, the duplexer (as used in radar). 

Gas-tube switches_ A typical gas-tube switch, or TR (transmit-receive) cell, is shown 
in Figure 10-48. It consists basically of a piece of waveguide filled with a gas mixture, 
such as hydrogen, argon, water vapor and ammonia, kept at a low pressure of a few 
millimeters of mercury to help ionization aud terminated at either end by resonant 
windows. These are often made of glass, which is virtually transparent to microwaves 
but which prevents any gas from escaping. In the center of the waveguide there is a 
pair of electrodes, looking faintly like a stalactite and a stalagmite and having the 
function of helping the ionization of the gas by virtue of being close together, thus 
increasing the electric field at this point. 

At low applied powers, such as those coming from the antenna of a microwave 
receiver, the gas tube behaves niuch like an ordinary piece of waveguide, and the 
signal passes through it with an insertion loss that is typically about 0.5 dB. When a 
high-power pulse arrives, however, the gas in the tube ionizes and becomes an almost 
perfect conductor. This has the effect of placing a short circuit across the waveguide 
leading to the gas tube. Thus the power that passes through it does so with an attenua
tion that can exceed 60 dB in practice. The tube acts as a self-triggered switch, since 
no bias or synchronizing voltage need be applied to change it from an open circuit to 
a short circuit. · 
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As will be seen in Section 16-1, a switch such as this must act very rapidly. 
From the gas tube's point of view, this means that quick ionizaiion ruid deionization are 
required. Ionization must be quick to ensure that the initial spike of power cannot pass 
through the TR cell and possibly damage any equipment on the other side of it. Quick 
deionization is needed to ensure that the receiver connected to the other end of the tube 
does not remain disconnected from the antenna for.too long. The first requirement is 
helped by the inclusion of a keep-alive electrode, to which a de voltage is applied to 
ensure that ionization occurs as soori as any significant microwave power is applied. 
The second requirement may be helped by a suitable choice of gas. Finally, present
day gas tubes are capable of switching very high powers indeed (in ·excess of 10 MW 
pulsed if required). 

Semiconductor diode switches A number of semiconductor diodes may be used as 
switches, by virtue of the fact that their resistance may be changed quickly, by a 
change in bias, from forward to reverse and back again. Point-contact diodes have been 
used for this purpose; but their power-handling ability is very low, and the most 
popular switching diode is the PIN diode. Not only does its resistance change signifi
cantly with the applied bias, but also it is capable of handling appreciable amounts of 
power. Several diodes may be used in parallel to increase the power-handling ability 
even further. 

A PIN (or any other) diode switch niay be mounted as shown in Figure 10-45, 
except that there is now no wall on the right-hand side of the waveguide. Instead, the 
guide continues and is eventually connected to some device such as a receiver. Such a 
diode switch may be passive or active. The passive type is,Simpler because it just has 
the diode connected across the waveguide. It then relies on the incidence of high 
microwave power to cause the diode to conduct and therefore to become a short circuit 
which reflects the power so as to prevent its further passage down the waveguide. An 
active diode switch has a reverse bias applied to it in the absence of incident power. 
Simultaneously with the application of high power, the bias is changed to forward, and 
the diode once again short-circuits that portion of waveguide. Back bias is then applied 
at the same time as the pulse ends. The advantage of this somewhat more complex 
arrangement is a reduction in the forward and reverse loss .(so that they are both 
comparable to those of the TR tube), and a very significant increase in the maximum 
power handled. ' . 

A practical PIN diode switch is shown in Figure i 0-49 and is seen to consist of 
a number of diodes in parallel. Such an arrangement allows peak powers of several 
hundred kilowatts to be switched. The advantages of the PIN diode switcfi, compared 
with the TR tube, are its greater life and reliability, as well as smaller size and the 
removal of the initial spike of power coinciding with the beginning of the pulse. It 
handles less power, however, and is slower in high-power applications, although in 
low-power switching and pulse modulation PIN diodes are capable of switching times 
under 10 ns. · 

Ferrite switches The properties of ferrites, as described in Section 10-5.2, make 
them suitable also for switching operations. A typical switch is the pair ofY circulators 
shown in Figure 10-50, in which the direction of the magnetic field can be reversed for 
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the second circulator. This is accomplished by providing bias changes in the form of 
current reversals through the solenoid which is used to generate the magnetic field for 
this circulator. It can be seen, from the previous discussion of circulators and the signal 
paths shown in Figure 10-50, that in the "transmit" condition very little power from 
the transmitter will enter the second circulator, and most of the power that does will be 
dissipated in the matched load. In the "receive" state, the magnetic bias will be 
(externally) reversed for the second circulator, so that the signal from the antenna will 
be coupled to the receiver. The action of the first circulator will prevent this signal 
from entering the transmitter. Ferrite switches are capable of switching hundreds of 
kilowatts peak, with low losses, long life and high reliability, but they are not yet as 
fast as gas tubes. 

Duplexers A duplexer is a circuit designed to allow the use of the same antenna for 
both transmission and reception, with minimal interference between the transmitter and 
the receiver. From this description it follows that an ordinary circulator is a duplexer, 
but the emphasis here is on a circuit using switching for pulsed (not CW) transmission 
(see Section 16-1). 

The branch-type duplexer shown in Figure 10-51 is a type often used in radar. It 
has two switches, the TR and the ATR (anti-TR), arranged in such a manner that the 
receiver and the transmitter are alternately connected to the antenna, without ever 
being connected to each other. The operation' is as follows. 

· When the transmitter produces an RF impulse, both switches become short
circuited either because of the presence of the pulse, as in TR cells, or because of an 
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FIGURE 10-50 'Schematic diagram of ferrite switch. (a) Transmission; (b) reception. 
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FI.GURE 10-51 Branch-type duplexer for radar. 

external synchronized bias change. The ATR switch reflects an open circuit across the 
main waveguide, through the quarter-wave section connected to it, and so does the TR 
switch, for the same reason. Therefore, neither of them affects the transmission, but 
the short-circuiting of the TR switch prevents RF power from entering the receiver or 
at least reduces any such power down to a tolerable level. At the termination of the 
transmitted pulse, both switches open-circuit by a reversal of the initial short-circuiting 
process. The ATR switch now throws a short circuit across the waveguide leading to 
the transmitter. If this were not done, a significant loss of the received signal would be 
incurred. At the input to the guide joining the TR branch to the main waveguide, this 
short circuit has now become an open circuit and hence has no effect. Meanwhile, the 
guide leading through the TR switch is now continuous and correctly matched. The 
signal from the antenna can thus go directly to the receiver. 

The branch-type duplexer is a narrowband device, because it relies on the 
length of the guides connecting the switches to the main waveguide. Single-frequency 
operation is very often sufficient, so that the branch-type duplexer is very common. 

MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

1. When electromagnetic waves are propa- · 
gated in a waveguide 
a. they travel along/the broader walls of the 

guide ' 
b. they are reflected from the walls but do 

not travel along them 

c. they travel through the dielectric without 
touching the walls 

d. they travel along all four walls of the 
waveguide · 

2. Waveguides are used mainly for microwave 
sighals because 
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a. they depend on straight-line propagation 
which applies to microwaves only 

b. losses would be too heavy at lowerfre
quencies 

c. there are no generators powerful enough 
to excite them at lower frequencies 

d. they would be too bulky at lower fre
quencies 

3. The wavelength of a wave in a waveguide 
a. is greater than in free space 
b. depends only on the waveguide dimen

sions and the free-space wavelength 
c. is inversely proportional to the phase 

velocity 
d. is directly proportional to the group ve

locity 
4. The main difference between the operation 

of transmission lines and waveguides is that 
a. the latter are not distributed, like trans

mission lines_ 
b. the former can use stubs and quarter

wave transformers, unlike the latter 
c. transmission lines use the principal 

mode of propagation, and therefore do 
not suffer from low-frequency cutoff 

d. terms such as impedance matching and 
standing-wave ratio cannot be applied to 

_ waveguides 
5. Compared -with equivalent _ transmission 

lines, 3-GHz waveguides (indicate false 
statement) 
a. are less lossy 
b. can carry higher powers 
c. are less bulky · 
d. have lower attenuation 

6. When a particular mode is excited in a 
waveguide, there appears an extra electric 
component, in the direction of propagation. 
The resulting mode is 
a. transverse-electric 
b. transverse-magnetic 
c. longitudinal 
d. transverse-electromagnetic 

7. When electromagnetic waves are reflected 
at an angle from a wall, their wavelength 
along the wall is 

a. the same as in free spz...;e 
b. the same as the wavelength perpendicu

lar to the wall 
_c. shortened because of the Doppler effect 
d. greater than in the actual direction of 

propagation 
8. As a result of reflections from a plane con

ducting wall, electromagnetic waves ac
quire an apparent velocity greater than the 
velocity of light in space. This is called the 
a. velocity of propagation 
b. normal velocity 
c. group velocity 
d. phase velocity 

9. Indicate the false statement. When the free
space wavelength of a signal equals the cut
off wavelength of the guide 
a. the group velocity of the signal becomes 

zero 
b. the phase velocity of the signal becomes 

infinite 
c. the characteristic impedance of the guide 

. becomes infinite 
d. the wavelength withiri the waveguide 

becomes infinite 
10. A signal propagated in a waveguide has a 

full wave of electric intensity change be
tween the two further walls, and no compo
nent of the electric field in the direction of 
propagation. The mode is 
a. TE1,1 
b. TE1.o 
c. TM2,2 
d. TE2:o 

11. The dominant mode of propagation is pre
ferred with rectangular waveguides because 
(indicate false statement) 
a. it leads to the smallest waveguide di

mensions 
b. the resulting impedance can be matched 

directly to coaxial lines 
c. it is easier to excite than the other modes 
d. propagation of it without any spurious 

generation can be ensured 
12. A choke flange may be used to couple two 

waveguides 
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a. to help in the alignment of the 
waveguides 

b. because it is simpler than any other join 
c. to compensate for discontinuities at the 

join 
d. to increase the bandwidth of the system 

13. In order to couple two generators to a 
waveguide system without coupling them to · 
each other, one could not use a 
a. rat-race 
b. £-plane T 
c. hybrid ring 
d. magic T · 

14. Which one of the following waveguide tun
ing components is not easily adjusiable? 
a. Screw 
b. Stub 
c. Iris 
d. Plunger 

15. A piston attenuator is a 
a. vane attenuator 
b. waveguide below cutoff 
c. mode filter 
d. flap attenuator 

16. Cylindrical cavity resonators are_ not used 
with klystrons because they have 
a. a Q that is too low 
b. a shape whose resonant frequency is too 

difficult to calculate 
c. harmonically related resonant frequen-. 

cies 
d. too heavy losses · 

17. A directional coupler with three or more 
holes .is sometimes used in preference to the 
two-hole coupler · 
a. because it is more efficient 
b. to increase coupling of the signal 
c. to reduce spurious mode generation 
d. to increase the bandwidth of the system 

18. A ferrite is -
a. a nonconductor with magnetic properties · 
b. an intermetallic compound with particu

larly good conductivity 
c. an insulator which heavily attenuates 

magnetic fields 
d. a microwave semiconductor invented by 

Faraday 

" 

19. Manganese ferrite may be used as a (indi
cate false answer) 
a. circulator 
b. isolator 
c. garnet 
d. phase shifter 

20. The maximum power that may be handled 
by a ferrite component is limited by the 
a. Curie temperature 
b. saturation magnetization 
c. line width 
d. gyromagnetic resonance 

21. A PIN diode is 

22. 

23. 

24. 

25. 

a. a metal semiconductor point-contact 
diode 

b. a microwave mixer diode 
c. often used as a microwave detector 
d. suitable for use as a microwave switch 
A duplexer is used 
a. to couple two different antennas to a 

transmitter without mutual interference 
b. to allow the one antenna to be used for 

reception or transmission without mutual 
interference 

c. to prevent interference between two an
tennas when they are connected to a re
ceiver 

d. to increase the speed of the pulses in 
pulsed radar 

For some applications, circular waveguides 
may be preferred to rectangular ones be
cause of 
a. the smaller cross section, needed at any 

frequency 
b. lower attenuatiorr 
c. freedom from spurious modes 
d. rotation of polarization 
Indicate which of the following cannot be 
followed by the word "waveguide": 
a. Elliptical 
b. Flexible 
c. Coaxial 
d. Ridged 
In order to reduce cross-sectional dimen
sions, the waveguide to use is 
a. circular c. rectangular 
b. ridged d. flexible 
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26. For low attenuation, the best transmission 
medium is 
•: flexible waveguide 

b. ridged waveguide 
c, rectangular waveguide 
d. coaxial line 

REVIEW PROBLEMS 
1. What will be the cutoff wavelength, for the dominant mode, in a rectangular 
waveguide whose breadth is 10 cm? For a 2.5-GHz signal propagated in this waveguide in 
the dominant mode, calculate the guide wavelength, the group and phase velocities, and 
the characteristic wave impedance. -

2. A 6-GHz signal is to be propagated in a waveguide whose breadth is 7 .5 cm. Calcu
late the characteristic wave impedance of this rectangular waveguide for the first three 
TEm.o modes and, if b = 3)5 cm, for the TM1•1 mode. 

3. A 6-GHz signal is to.be 11ropagated in the dominant mode in a rectangular waveguide. 
If its group velocity is to~ percent of the free-space velocity of light, what must be 
the breadth of the waveguide? What impedance will it offer to this signal, if it is correctly 
matched? 

4. It is required to propagate a 12-GHz signal in a rectangular waveguide in such a 
manner that Z0 is 450 0. If the TE 1,0 mode is used, what must be the corresponding 
cross-sectional waveguide dimension? If the guide is 30 cm long, how many wavelengths 
does that represent for the signal propagating in it? How long will this signal ta,ke to travel 
from one end of the. waveguide to the other? 

5. Calculate the bandwidth of the WR28 waveguide, i.e., the frequency range over 
which only the TE1,o mode will propagate. 

6. A circular waveguide has an internal diameter of 5 cm. Calculate the cutoff frequen
cies in it for the following modes: (a) TE 1,i. (b) TMo,1, (c) TE0, 1• 

7. A 4-GHz signal, propagating in the dominant mode, is fed to· a WR28 waveguide. 
What length_ of this guide will be required to produce an attenuation of 120 dB? 

REVIEW QUESTIONS 
1. --What are waveguides? What is the fundamental difference between propagation in 
waveguides and propagation in transmission lines or free space? 

2. Compare waveguides and transmission lines from the point of view o{ frequency 
limitations, attenuation, spurious radiation and power-handling capacity. 

3. Draw a sketch of-electromagnetic wavefronts incident at an angle on a perfectly 
conducting plane ·surface. Use this sketch to derive the concept of parallel and normal 
wavelengths. 

4. Define, and fully explain the meaning and consequences of, the cutoff wavelength of 
a waveguide. Apart from the wall separ.ation, what else determines the actual value of the 
cutoff wavelength for a signal of a given frequency? 
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5. Differentiate between the concepts of group velocity and phase velocity as applied to 
waveguides. Derive the universal formula for the group velocity. 

6. The TE 1•0 mode is described as the dominant mode in rectangular waveguides: What 
property does it have which makes it dominant? Show the electric field distribution at t,he 
mouth of a rectangular waveguide carrying this mode, and explain how the designation 
TE;_0 comes about. 

7. Why is the Z0 of waveguides called the characteristic wave impedance, and not just 
simply the characteristic impedance? 

8. What takes place in a waveguide if the wavelength of the applied signal is greater 
than the cutoff wavelength? Why? 

9. What are the differences, in the propagation and general behavior, between TE and 
TM modes in rectangular waveguides? 

10. Compare the practical advantages and disadvantages of circular waveguides with 
those of rectangular waveguides. What is a particular advantage of the former, with 
broadband. communications applications? 

11. Describe ridged and flexible waveguides briefly, and outline their applications. Why 
are they not used more often than rectangular waveguides? 

12. With the aid of appropriate sketches, show.how probes may be used to launch various 
modes in waveguides: What determines the number and placement of the probes? 

13. Sketch the paths of current flow in a rectangular waveguide carrying the. dominant 
mode, and use the sketch to.explain how a slot in a common wall inay be used to couple 
the signals in two waveguides. 

14. Describe briefly the various methods of exciting waveguides, and explain under what 
circumstances each is most likely to be used. 

15. Explain the operation of a choke join. Under what circumstances would this join be 
preferred to a plain flange coupling? · 

16. Draw the cross section of a waveguide rotating join, and describe it and its operation. 

17. When would a waveguide bend be preferred to a comer? Why is an E-plane comer 
likely to be double-mitered? Illustrate your answer with appropriate sketches. 

18. With the aid of a suitable diagram, explain the operation of the hybrid T junction 
(magic tee). What are its applications? What is done to avoid reflections within such a 
junction? 

19. Show a pictorial view of a hybrid ring, and label it to show the various dimensions. 
Explain the operation of this rat race. When might it' be preferred to the magic tee? 

20. How do the methods of impedance matching in waveguides compare with those used 
with transmission lines? List some of the ones in waveguides.· 

21. Show a waveguide with a cylindrical post, and briefly describe the behavior of this 
~ 

obstacle. What can it be used for when it is ins.erted halfway into a waveguide? What 
advantage does .such a post have over an iri~? :_. \ 

22. Draw and title the diagram of the waveguide tuner which is the analog of a transmis'
sion-line stub .. matcher. What else might be used with waveguides for this purpose? 

23. With sketches, describe waveguide matching terminations and attenuators. Include 
one sketch of a variable attenuator. 
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·24, Discuss the applications of waveguides operated beyond cutoff. 

25. What are cavity resonators? What applications do they have? Why do they normally 
have odd shapes? 

26. Starting with a rectangular waveguide carrying the TE,.o mode, evolve the concept of 
a cavity resonator oscillating in the TE,.0 •2· mode. 

27. Describe briefly.various methods of coupling to cavity resonators. With the aid of a 
sketch, explain specifically how a cavity may be coupled to an electron beam. 

28. By what methods may cavity resonators be tuned? Explain the effect of tuning on 
cavity Q. 
29. With the aid of a diagram, explain fully the operation of a two-hole waveguide 
directional coupler; also state its uses. 

30. What are ferrites? What properties do they have ·which distinguis!!Jhem from ordi
nary conductors or insulators? What is YIG? 

31. Explain the results of an interaction of de and RF magnetic fields in a ferrite; what is 
the gyromagnetic resonance .interaction that may occur? 
32. What are the three main limitations of ferrites? 

33. With the aid of a suitable diagram, explain the operation of a Faraday rotation ferrite 
isolator. List its applications and typical performance figures, 

34. Use sketches to help explain the operation of a Faraday rotation circulator and a Y 
circulator. What applications and typical performance figures do these .devices have? 

35, List the requirements that a diode mount must fulfill if the diode is to be used as a 
detector or mixer mounted in a waveguide. Show a typical practical diode mount, and 
explain how it satisfies these requirements. 

--



Microwave Tubes and Circuits 
The preceding chapter discussed passive mi-
crowave devices. It is now necessary to study 
active ones. This chapter deals with micro
wave tnbes and circuits, and the next one dis
cusses microwave semiconductor devices and 
associated circuitry. The order of selection is 
mainly historical, - in that tnbes preceded 
semiconductors by some 20 years. It is inter
esting to consider that, if one measures age in 
terms of worker-years of research, then actu
ally the semiconductor devices are very much 
older! · 

The limitation for tubes on the one 
hand, and · transistors and diodes on the 
other, is one of size at microwave frequen
cies. As frequency is raised, devices must 'be
come smaller. The powers handled fall, and 
noise rises. The overall result at microwave -
frequencies is that tubes have the higher out
put powers, while semiconductor devices are 
smaller, require simpler power supplies and, 
more often than not, Iiave lower noise and 
greater reliabilities. 

There are three general types of mi
crowave tubes. The first is the ordinary grid
ded tube, invariably a triode at the highest 
frequencies, which has evolved and been re-

fined to its utmost. Then there is the class of 
devices in which brief, tbough sometimes 
repeated, interaction takes place between an 
,;Iectron beam and an RF voltage. The klys-
tron exemplifies this type of device. . 

The third category of device is one in 
which the interaction between an electron 
beam and an RF field is continuous. This is 
divided into two subgroups. In the first, an 
electric field is used to ensure that the inter
action between the electron beam and the RF 
field is continuous. The traveling-wave tube 

· (1WT) is the prime example of this interac
tion. It is an amplifier whose oscillator coun
terpart is called a backward-wave oscillator 
(BWO). The second subgroup consists of 
tubes in which a magnetic field ensures a con
stant electron beam-RF field interaction. 
The magnetron, an oscillator, uses this inter
action and is complemented by the cross-field 
amplifier (CFA), which evolved from it. 

Each type of microwave tube will now 
be discussed in turn, and in each case state
of-the-art performance -figures will be_ given, . 
Also, comparisons will be drawn showing the 
relative advantages and applications of com-
peting devices. 

OBJECTIVES 
Upon completing the material in Chapter I I. the student will be able to: 

Understand vacuum tube limitations at microwave frequencies. 

Describe tube requirements at UHF. 

· Draw a picture and explain the operation of the multicavity klystron. 
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Compare the reflex and multicavity klystron amplifiers. 

Explain the operation of a cavity magnetron. 

Discuss the traveling-wave tube (TWT) and its applications. 

MICROWAVE TRIODES 

Ordinary vacuum 'tubes are useless at microwave frequencies, because of a number of 
limitations which will now be explained. It should be noted that such limitations also 
afflict transistors at UHF and above, and they, too, are exotic versions of the lower
frequen.cy devices.· Neither in tubes nor in transistors can these limitations be com
pletely overcome. However, it is possible to extend the useful range of both to well 
over 10, GHz, as will be seen .. 

11-1.1 Frequency Limitations of Gridded Tubes 
As frequency is raised, vacuum tubes suffer from two general kinds of problems. The 
first is concerned with interelectrode capacitances and inductances, and the second is 
caused by the finite time that electrons take to travel from one electrode to another in 
a tube. Noise tends to increase with frequency, and thus microwave tubes are invari
ably tdodes, these being the least noisy tubes (see Section 2-2.4). 

"Standard" limitations At UHF and above, in.terelectrode capacitances cannot be 
ignored, nor can series electrode inductances due to internal connecting leads. Figure 
11-la shows the equivalent circuit of any triode. However, if this is an ordinary RF. 
tuJ:,e, the capacitances will all be of the order of 2 pF, and the inductances are typically 
0.02 µH. At 500 MHz, input and output shunt impedances will thus be of the order of 

Anode 

L, 

Grid L. 
c., f-<,o,, 

L, 

Cathode 

(a) (bl 

FIGURE 11-1 Triode frequency limitations. (a) Equivalent circuits at UHF; (b) noninstan
tanOOus electron Row at UHF (arrows show direction of electron flow, not curr~nt Row). 

I 
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160 fi (capacitive), and series impedances are 60 n (inductive). The maximum possi
ble inductances of external tuned circuits. will be severely limited, as will their Q. 
Neither short circuits nor connections directly to electrodes will be possible-even 
internal self-oscillation will occur. Trying to use _such tubes would be like employing 
AF devices each of whose electrodes has a 20-mH coil connected to it, as well as a 
2-µ,F bypass capacitor! Needless to say, the difficulties increase with frequency, and 
would be 10 times as bad at 5 GHz. · · 

The skin effect causes very significant increases in: series resistance and induct
ance at UHF, unless tubes have been designed to minimize the effect. Also, dielectric 
losses increase with frequency. Accordingly, unless tubes and their bases are made of 
the lowest-loss dielectrics, efficiencies are reduced so much that proper amplification 
cannot be provided. 

. f I 
Transit time effects Transit time effects, it should be noted, apply not only to tubes 
but also to transistors and any other devices which depend on short times between 
electrodes. 

At low frequencies, it is possible to assume that electrons leave the, cathode and 
arrive at the anode of a tube instantaneously. This can most certainly not be assurried at 
microwave frequencies. That is to say, the transit time becomes an appreciable frac
tion of the RF cycle. Several awkw_ard effects result from this situation. One of them is 
that the grid and anode signals are no longer 180° out of phase, thus ,causing design 
problems, especially with feedback in oscillators. Another important effect-possibly 
the most important-is that the grid begins to take power from the driving source. The 
power is absorbed (and dissipated) even when the grid is negatively biased. 

Figure l l-lb shows the electron distribution in a triode at an instant of time 
when the voltage on the grid is becoming less negative. The tube is biased and driven 
so that the grid always remains negative, but its instantaneous voltage of course varies 
with the RF drive. It is seen that there are more electrons on the cathode side of the grid · 
than on the plate side. Tlie reason is that the electrons about to arrive at the anode left 
the cathode when the grid voltage was quite negative, and thus the electron flow rate 
was low. The electrons now in the cathode-grid space left the cathode subsequently, 
when the grid was less negative, and consequently there are more of them. This occurs 
because the RF cycle is short enough for the grid voltage to change appreciably during 
the time it takes electrons to travel from the cathode to the plate. 

If Kirchhoff s current law is now applied to the grid, we find more electrons 
internally arriving than leaving. Hence electrons must. flow out of the grid; i.e., current 
must flow into it_. Note that this occurs when the grid is becoming more positive (or less 
negative, which is the same thing), and that this constitutes a positive conductance. 
During the opposite part of the cycle, the reverse will apply, and current will flow out 
of the grid .. Thus, to the driving source, the tube appears to have~ finite conductance 
connected across its input, and as the frequency is increased, so is the conductance. 
Consequently, the driving source becomes so loaded that ultimately overall gain drops 
below unity, at which point the device has become nothing more_ than a fancy attenua
tor. This effect is proportional to the square of the operating frequency. 

Finally, the increased input coqductance increases input noise, as was dis
cussed in Section 2-2.3. Long before I GHz is reached, ordinary RF tubes have a noise 

' . 

r 
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figure very much in excess of 25 dB. As a conclusion, it is true to say that when any 
tube (or transistor) eventually fails at high frequencies, transit time is the "killer," in· 
one way or another. 

11-1.2 UHF Triodes and Circuits 

Tube requirements A short transit time is essential if grid loss and noise are io be 
minimized, as is the reduction of internal capacitances and inductances. Also, since 
coaxial resonant lines and cavities are used as tuned circuits at these frequencies, rubes 
should be built so as to connect to such lines or resonators directly. . 

To reduce transit time, the various electrodes are brought as close to each other 
as possible, while it is ensured that they cannot touch, even when a tube is jarred. 
Increased anode voltage will also help to reduce the transit time, and so will increased 
anode current, for rather complex reasons. Interelectrode capacitance is proportional to 
the electrode area and inversely proportional to the distance between electrodes. Thus, 
if both are reduced by the same so-called scaling factor, the nearness of electrodes will 
not increase the capacitance between them. Finally, lead inductances may be reduced 
by having leads in the form of rings. 

The reduced area of the electrodes will undoubtedly reduce the maximum al
lowable dissipation; it thus follows that as operating frequency is raised, less output · 
power is available from tubes (and any other devices). The frequency range is extended 
by the use of improved constructions and forced cooling, so thaJ external anodes with 
cooling fins are generally used. 

As a result, tubes are capable of continuous powers from over 100 Wat 1 GHz 
to about 25 mW at 10 GHz. The pulsed powers (duty cycle 0.1 percent) over that 
range are 15 kW to 350 W. In the middle of this range, at 3 GHz, typical gains are 10 
to 20 dB, and efficiencies 30 percent CW to 55 percent pulsed. 

Of the various tubes that have been used for microwaves, only the disk-seal 
triode is still in use, because it is capable of high powers-the figures quoted above are 
for this type. It comes in various versions, all of which have in common extreme 
closeness of electrodes, high voltages, small electrode areas but large volumes (for 
dissipation), ceramic bodies, and electrodes in the form of disks to reduce inductance 
and facilitate connection to resonant lines or cavities. 

One type of this triode is shown in Figure 11-2. The enlargement of the active 
region shows why this is often called a parallel-plane tube. It will be seen (hat the 
cathode and plate have fairly large volumes but low active areas. Because these areas 
are plane, a planar grid is mounted between them, with very close spacing as indicated. 
The close spacing is possible because all the electrodes are solid and firmly attached to 
the body of the tube. They are thus unlikely to touch each other if the tube is subjected 
to mechanical vibration or shock. The electrode connections are cylinders or rings; 
they are often made of copper-tungsten. Together with the ceramic botly, this p,;rmits 
high operating temperatures and large power dissipation. The connections to the elec
trodes are designed for direct termination to coaxial lines. A typical tube of the family 
shown may have an overall height of 24 mm, a diameter of 19 mm, and a ·pulsed 
power output of 2 kW at 4.1 GHz. A so.mewhat different version of the planar triodi is. 

\ 



11~2 
'· 

MICROWAVE TUBES AND CIRCUITS 381 

FIGURE 11-2 Modem planar triode construction, showing an enlarged active area ·and 
complete tubes (inset). (Courtesy of General Ekc!ric Co., Owensboro, Kentucky.) 

the lighthouse tube, which features radiating fins for the anode and is thus capable of 
higher powers. 

Amplifiers at UHF and above use the grounded-grig configuration, and the 
oscillators use the ultra-audion version of the Colpitts, ·as shown in Figure 11-3. RF 
chokes and feedthrough capacitors are used for isolation and decoupling, while trans-
mission lines are the tuned circuits. . 

MULTICAVITY KLYSTRON 

The design of the multicavity klystron, together with all the remaining tubes described 
in this chapter, relies on the fact that transit time will sooner or later terminate the 
usefulness of any orthodox tube. They therefore use the transit time, instead of fighting 
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Coaxial Ic Ic 
~ tank circuit ~ 8 -=- 8 

<';c Tuning plunger 
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· FIGURE 11-3 Microwave· triode ultra-audiOn oscillator Using coaXiaI ~ese>nators .. 
' . ' . . . . 
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FIGURE 11-4 Klystron amplifier schematic diagram. 

it. The klystron was invented just before Worid War II by the Varian brothers as a 
source and amplifier of microwaves. It provided much higher powers than had previ
ously been obtainable at these frequencies. 

11-2.1 Operation 
Figure 11-4 schemaiically shows the principal features of a two-cavity amplifier klys
tron. It is seen that a high-velocity electron beam is formed, focused (external magnetic 
focusing is omitted for simplificity) and sent down a long glass tube to a collector 
electrode which is at a high positive potential with respect to the cathode. The beam 
passes gap A in the buncher cavity, to which the RF signal to be amplified is applied, 
and it is then allowed to drift freely, without any influence from RF fields, until it 
reaches gap B in the output or catcher cavity. If aH goes well, oscillations will be 
excited in the second cavity which are. of a power much higher than those in the 
buncher cavity, so that a large output can be achieved. The beam is then collected by 
the collector electrode. 

The cavities are reentrant and are also tunable (although this is not shown). 
They may be integral or demountable. In the latter .case, the wire grid meshes are 
connected to rings external to the glass envelope, and.cavities may be attached to the 
rings. The drift space is quite long, and the transit time in it is put to use. The gaps 
must be short so that the voltage across them does not change significantly during the · 
passage of a particular bunch of electrons; having a high collector voltage helps in this "· 
regard. 

It is apparent that the electron beam, which has a constant velocity as it ap
proaches gap A, will be affected by the presence of an RF voltage across the gap, as 
was outlined in Section 11-4.2. The extent of this effect on any one electron will 
depend on the voltage across the gap when the electron passes this gap. It is thus 
necessary to investigate the effect of the gap voltage upon individual electrons. 

Consider the situation when ther<c)§ ~oltage across the gap. Electrons pass
ing it are unaffected and continue on the collectorwith the same constant velocities 
they had before approaching the gap (this is shown at the left of Figure 11-5). After an 
input has been fed to the buncher cavity, an •electron will pass gap A at the iime when 
the voltage across this gap is zero and going positive. Let this be the reference electron 
y. it is of course unaffected by the gap, and thus it is shown with the same slope on the 



/ 

MICROWAVE TUBES AND CIRCUITS 383 

Bunches 

+ 

E 
g0~-~-~~~4-~---~--~-~ .,, 
~ 

time· 

ll 

FIGURE 11-5 Applegate diagram for klystron amplifier. 

Applegate diagram of Figure 11-5 as electrons passing the gap before any signal was 
applied. 

Another electron, z, passes gap A slightly later than y. Had there been no gap 
voltage, both electrons would have continued past the gap with unchanged velocity, 
and therefore.neither could have caught up with the·other. Here, electron z is slightly 
accelerated by the now positive voltage across gap A, and given enough time, it will 
catch up with the reference electron. As shown in Figure Il-5, it has enough time to 
catch electron y easily before gap B is approached. Electron x passes gap A slightly 
before the reference electron. Although it passed gap A before electron y, it was 
retarded somewhat by the negative voltage then present across the gap. Since electron y 
was not so retarded, it has an excellent chance of catching electron x before gap B (this 
it does, as shown in Figure 11-5). 

As electrons pass the buncher gap, they are velocity-modulated by the RF 
voltage existing across this gap. Such velocity modulation would not be sufficient, in 
itself, to allow amplification by the klystron. Electrnns have the opportunity of catch
ing up with other electrons in the drift space. When an electron catc.hes up with another 
one, it may simply pass it and forge ahead. It may exchange energy with the slower 
electron, giving it some of its excess velocity, and the two bunch together and move on 
with the average velocity of the beam. As the beam progresses farther down the drift 

/ . 
tube, so the bunching becomes more complete, as more and more of. the faster elec-
trons catch up with bunches ahead. Eventually, the current passes the catcher gap in 
quite pronounced bunches and therefore varies cyclically with iime. This variation in 
current density is known as current modulation. and this is what enables the klystron to · 
have significant gain. 
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It will be noted from the Applegate diagram that bunching can occur ~nee per 
cycle, centering on the reference electron. The limits of bunching are also shown. 
Electrons arriving slightly after the second limit cle;arly are not accelerated sufficiently 
to catch the reference electron, and the reference electron cannot catch any electron 
passing gap A just before the first limit. Bunches thus also arrive at the catcher gap 
once per cycle and deliver energy to this cavity. In ordinary vacuum tubes, a little RF 
power applied to the grid can cause large variations in the anode current, thus control
ling large amounts of de anode power. Similarly in the klystron, a little RF power 
applied to the buncher cavity results in large beam current pulses being applied to the 
catcher cavity, with a considerable power gain as the result. Needless to say, the 
catcher cavity is excited into oscillations at its resonant frequency (which is equal to the 
input frequency), .and a large sinusoidal output can be obtained because of the flywheel 
effect of the output resonator. · 

11-2.2 Practical Considerations 
The construction of the klystron lends itself to two practical microwave applications
as a multicavity power amplifier or as a two-cavity_power oscillator. 

Multicavity klystron amplifier The bunching process in a two-cavity klystron is by 
no means complete, since there are large numbers of out-of-phase electrons arriving at 
the catcher cavity between bunches. Consequently, more than two cavities are always 

. employed in practical klystron· amplifiers. Four cavities· are shown in the klystron 
amplifiei:_schematic diagram of Figure 11-6 and up to seven cavities have been used in 
practice. Partially bunched current pulses will now also.excite oscillations in the. inter
mediate cavities, and these cavities in turn set up gap voltages which help to produce 
more complete bunching: Having the extra cavities helps·to improve the efficiency and 
power gain considerably. The cavities may all be tuned to the same frequency, such 
synchronous tuning being employed for narrowband operation. For broadband work, 
for example with UHF klystrons used as TV transmitter output tubes, or 6-GHz tubes 
used as power amplifiers in some satellite station transmitters, stagger tuning is used. 
Here, the intermediate cavities are tuned to either side of the center frequency, improv
ing the bandwidth very significantly. It should be noted that c.avity Q is so high tha( 
stagger tuning is a "must" for bandwidths much over l percent. · 

Two-cavity klystron oscillator ff a portion of the signal in· the catcher cavity is 
coupled back to the buncher cavity, oscillations will take place. As with other oscilla
tors, the feedback must have the correct polarity and sufficient amplitude. The sche-

. matic diagram of such an oscillator is as shown in Figure 11-4, except for the addition . 
of a (permanent) feedback loop. ·oscillations in the two-cavity klystron behave as .in· 
any other feedback oscillator. Having been started by· a switching transient or ~oise 
impulse, they continue as long as de. power is present. 

Performance and applications The multicavity-klystron is used as a medium-, high
and very high-power amplifier in the_ UHF and microwave ranges, for either continu
ous or pulsed operation. The frequency range covered is from about 250 MHz to over 
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FIGURE 11-6 Four-cavity klystron amplifier schematic diagram. (Courtesy of Varian Associ-

ates, Inc.) ( 

95 GHz, and the power available has been described as "adequate,'' i.e., much higher 
then currently needed. Table 11-1 illustrates this situation. 

This table summarizes the power requirements of the major applications for 
klystron amplifiers and shows how the devices are able to meet them. The gain of 
klystrons is also adequate. It ranges from 30-35 dB at UHF to 60-65 · dB in the 

~czowave range. Such high gain figures mean that the klystron is generally the only 
nonselniconductor device in high-power amplifiers. For ·example, the Varian VKX-. 
7809 X-band klystron has a CW power output of 2.2 kW with a gain of 46 dB. Hence 
the driving power required is only 50 mW, which is well within the capability cif any 
semiconductor power device. 

Current klystron developments are aimed at improving efficiency, providing 
longer lives, and reducing size; typical efficiency is 35 to 50 percent. T(\ impr6ve 
reliability and·MTBF (mean time between failures), tungsten-iridium cathodes are now 
being used to reduce cathode temperature and thus provide longer life. As regards size,. 
a typical 50-kW UHF klystron, as shown in Figure 11-6, may. be over 2 m long, with a 
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TABLE 11-1 Klystron Amplifier Performance and Apolications 

APPLICATION AND TYPE OF 
REQUIREMENT 
UHF TV transmitters (CW) 
Long-range radar (pulsed) 
Linear particle accelerator (pulsed) 
Troposcatter links (CW) 
Earth stati9n transmitter (CW) 

FREQ. NEEDED 
RANGE, POWER, 
GHz max. 
0.5-0.9 55 kW 
1.0-12 IO MW 
2.0-3.0 25 MW 
1.5:; 12 250 kW 
5.9-14. 8 kW 

AVAILABLE 
POWER, 
max. 
100 kW 
20MW 
40MW 
IOOO kW 
25 kW 

weight of nearly 250 kg. As may be gathered from Figure 11-6, a large proportion of 
the bulk is due to the magnet, often as much as two-thirds. A 100-kW peak (2.5-kW 
average) X-band klystron may be 50 cm long and may weigh about 30 kg, if it uses 
permanent-magnet focusing. It is possible to reduce this weight to one-third by using 
periodic permanent-magnet (PPM) focusing. In this system (see Section 11-5.2), the 
beam is focused by so-called magnetic lenses, which are small, strong magnets along 
the beam path. In between them, the beam is allowed to defocus a little. The use of 
grids for modulation purposes (see Figure 11-7) has been rediscovered and evolved 
further. · 

The two-cavity klystron oscillator has fallen out of favor, having been dis
placed by CW magnetrons, semiconductor devices and the high gain of klystron and 
TWT amplifiers. 

Further practical aspects Multicavity klystron amplifiers suffer from the noise 
caused because bunching is never complete, and so electrons arrive at random at the 
catcher cavity. This makes them too noisy for use in receivers, but their typically 
35-dB noise figures are more than adequate-for transmitters. 

+ -
200-V de 
supply 

Drift tubes 

- + 
15-kV de 
supply 

Monitor 

FIGURE 11-7 Three-cavity klystron pulsed amplifier with modulating grid, (Beck and 
Deering, "A Three-cavity L-band Pulsed Klystron Amplifier," Proc. IEE (Londo'!), vol. 10$B.) 
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Since the time taken by a given electron bunch to pass through the drift tube of 
a klystron is obviously influenced by the collector voltage, this voltage must be regu
lated·. indeed, the power supplies for klystrons are quite elaborate, with a regulated 
9 kV at 750-mA collector current required for a typical communications klystron. 
Similarly, when a klystron. amplifier is pulsed, such pulses are often applied to the 
collector. They should be flat, or else frequency drift (within limits imposed by cavity 
bandwidth) will take place during the pulse. As an altema(ive to this, and also because 
collector pulsing takes a lot of power, modulation of a ·special grid has been developed, 
as shown in Figure 11-7. A typical "gain" of 20 is available between this electrode 
and the collector, thus reducing the modulating power requirements twentyfold. Am
plitude modulation of the klystron can also be applied via this grid. However, if 
amplitude linearity is required, it should be noted that the klystron amplifier begins to 
saturate at about 70 percent of maximum power output. Beyond this point, output still 
increases with input but no longer linearly. This saturation is not a significant problem, 
all in all, because most of the CW applications of the multicavity klystron involve 
frequency modulation. Under such conditions, e.g., in a troposcatter link, the klystron 
merely amplifies a signal that is already frequency-modulated and at a constant ampli
tude. 

REFLEX KLYSTRON 

It is possible to produce oscillations in a klystron device which has only one cavity, 
through which electrons pass twice. This is the reflex klystron, which will now be 
described. 

11-3.1 Fundamentals 
The reflex klystron is a low-power, low-efficiency microwave oscillator, illustrated 
schematically in Figure 11-8. It has an electron gun similar to that of the multicavity 
klystron but smaller. Because the device is short,' the beam does not require focusing. 
Having been formed, the beam is accelerated toward the cavity, which has a high 
positive voltage applied to it and, as shown, acts as the anode. The electrons overshoot 
the gap in this cavity and continue on to the next electrode, which they never reach. 

cathode 

Cavity (anode) 
L.:, _ _:c+ ,1.,::-:_ ________ _ 

FIGURE 11-8 Reflex klystron schematic, 
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This repeller electrode has a fairly high negative voltage applied to it, and precautions 
are taken to ensure that it is not bombarded by the electrons. Accordingly, electrons in 
the beam reach some point in the repeller space and are then turn··d back, eventually to 
be dissipated in the anode cavity. If the voltages are properly adjusted, the returning 
electrons given more energy to the gap than they took from it on the outward journey, 
and continuing oscillations take place. 

Operation As with. the multicavity klystron, the operating mechanism is best under
stood by considering the behavior of individual electrons. This time, however, the 
reference electron is taken as one that passes the gap on its way to the repeller at the 
time when the gap voltage is zero and -going negative. This electron is of course 
unaffected, overshoots the gap, and is ultimately returned to it, having penetrated some 
distance into the repeller space. An electro11 passing the gap slightly earlier would have 
encountered a slightly positive voltage at the gap. The resulting acceleration would 
have propelled this electron slightly farther.into the repeller space, and the electron 
would thus have taken a slightly-longer time than the reference electron to return to the 
gap. Similarly, an electron passing the gap a little after the reference electron will 
encounter a slightly negative voltage. The resulting retardation will1shorten its stay in 
the repeller space. It is seen that, around the reference electron, earlier electrons take 
longer to return to the gap than later electrons, and so the conditions are right for 
bunching to take place. The situation can be verified experimentally by throwing a 
series of stones upward. If the earlier stones are· thrown harder, i.e., acclerated more 
than the later ones, it is possible for all of them to come back to earth simultaneously, 
i.e., in a bunch. 

It is thus seen that, as in the multicav_ity klystron, velocity modulation is con
verted to current modulation in the repeller space, and one bunch is formed per cycle of 
oscillations. It should be mentioned that bunching is not nearly as complete in this 
case, and so the reflex klystron is much less efficient than the multicavity klystron. 

Transit time As usual with oscillators, it is assumed that oscillations are started by 
noise or switching transients. Accordingti, what must now be shown is that the opera-

- tion of the reflex klystron is such as to aintain these oscillations. For oscillations to 
be maintained, the transit time in the re lier space, or the time taken for the reference 
electron from the instant it leaves the :gap to the in;tant of its return, must have the 
correct value. This is determined by i11vestigating the best possible time for electrons to 
leave the gap and the best possible time for them to return. 

The most suitable departure time is obviously centered on the reference elec
!J:On, at the 180° point of the sine-wave voltage across the resonator gap. It is also 
interesting to note that, ideally, no energy at all goes into velocity-modulating the 
electron beam. It admittedly takes some energy to accelerate electrons, but just as 
much energy is gained from retarding electrons. Since just as many electrons are 
retarded_ as accelerated by the gap voltage, the total energy outlay is nil. This actually 
raises a most ~mportant point: energy is spent in accelerating bodles ( electrons in this 
case), but energy is gained from retarding them. The first part of the point is obvious, 
and the second may be observed by means of a very simple experiment, for which the 
apparatus consists of a swing and a small member of the family. Once the child is 
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swinging freely, retard the swing with some part of the body and measure the amount 
of energy absorbed (if still standing!). 

· It is thus evident that the best possible time for electrons to return to the gap is 
when the voltage then existing across the gap will :apply maximum retardation to them. 
This is the time when the gap voltage is maximum positive ( on the right side of the gap 
in Figure 11-8). Electrons then fall through the maximum negative voltage between the 
gap grids, thus giving the maximum amount of energy to the gap. The best time for 
electrons to return to the gap is at the 90° point of the sine-wave gap voltage. Returning 
after 13/4 cycles obviously satisfies these requirements, it may' be stated that 

T=n+J/4 

where T = transit time of electrons in repeller space, cycles 
n = any integer --

Modes The transit time obviously depends on the repeller and anode voltages, so that 
both must be carefully adjusted and regulated. Once the cavity has been tuned to the 
correct frequency, both the anode and repeller voltages are adjusted to give the correct 

. value of T from data supplied by the manufacturer. Each combination of acceptable 
anode-repeller voltages will provide conditions permitting oscillations for a particular 
value of n. In turn, each value of n is said to correspond ·10 a different reflex klystron 
mode, practical transit times corresponding to the range from 13/4 to 63/4 cycles of gap 
voltage. Modes corresponding to n = 2 or n = 3 are the ones used most often in 
practical klystron oscillators. · 

11-3.2 Practical Considerati"ns 

Performance Reflex klystrons with integral cavities .are available for frequencies 
ranging.from under4 to over 200 GHz. A typical.power output is 100 mW, but overall 
maximum powers range from 3 W in the X band to 10 mW at 220 GHz. Typical 
efficiencies are under 10 percent, restricting the oscillator to. low-power applications. 

A typical X-band reflex klystron is shown in Figure 11-9, approximately half 
life-size. The cutaway illustration reveals the internal construction of the electron gun. 
Part of the cavity is also visible, showing the smallness of the gap and the closeness of 
the repeller. The mechanical tuning arrangements are seen on the left and the 
waveguide output window on the right. 

Tuning The klystron shown in Figure 11-<J. has an integral cavity, but demountable 
cavities are also possible, as with amplifier klystrons. The fyequency of resonance is 
mechanically adjustable by any of the methods discussed in Section 10-4,2, with the 
adjustable screw, bellows or dielectric insert the most popular. Such mechanical tuning 
of reflex ,klystrons· may give a frequency variation which ranges in practice from 
±20 MHz at X band to ±4 GHz at 200 GHz. Electronic tuning is also possible, by 

.adjustment of the repeller voltage. The tuning range is about ±8 MHz at X band and 
±80 MHz for submillimeter klystrons. The device is also very easy to frequency
modulate, simply by the application of the modulating voltage to the repeller .. 
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FIGURE 11-9 Reflex klystron cutaway photograph, showing construction. (Courtesy of 
Varian Associates, Inc.) 

Repeller protection It is essential to make sure that the repeller of a klystron never 
draws current by becoming positive with respect to the cathode. Otherwise. it will very 
rapidly be destroyed by the impact of high-velocity electrons as well as overheating. A 
cathode resistor is often used to ensure that the repeller cannot be more positive than 
the cathode, even if the repeller voltage fails. Other precautions may include a protec
tive diode across the klystron or an arrangement in which the repeller voltage is always 
applied before the cathode voltage. Manufacturers' specifications generally list the 
appropriate precautions. 

Applications The klystron oscillator has been replaced by various semiconductor 
oscillators in a large number of its previous applications, in new equipment. It will be 
found in a lot of existing equipment, as a: 

1. Signal source in microwave generators 
2. Local oscillator in microwave receiVers 
3. Frequency-modulated oscillator in portable microwave links 
4. Pump oscillator for parametric amplifiers 

The reflex klystron is still a very useful millimeter and submillimeter oscillator, 
producing more power at the highest frequencies than most semiconductor devices, 
·with very low AM and FM noise. 

MAGNETRON 

The cavity ( or traveling wave) magnetron high-power microwave oscillator was in
v~nted in Great Britain by Randall and Boot. It is a diode which uses the interaction of 
magnetic and electric fields in a complex cavity to provide oscillations of very high 
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peak power (the original one gave in excess of 100 kW at 3 GHz). It is true to say that 
without the cavity magnetron, microwave radar would have been greatly delayed and 
would. have come too late to have been the factor it was in World War II. 

11-4.1 Introduction 
The cavity magnetron was not the first magnetron invented, but it was certainly the 
first useful one. The first magnetron was discovered in· the United States by E. W. 
Hull, but it quickly fell into disuse. It employed the so-called cyclotron resonance 
principle but suffered from erratic behavior, low power capabilities and very low 
efficiency in the mi_crowave spectrum. A somewhat improved version then appeared, 
employing the so-called Habann. oscillations, named after theic inventor. The cavity 
magnetron of Randall and Boot used the traveling-wave principle, on which the mod
em magnetron is based (as are the remaining devices discussed in this chapter, such as 
the TWT). 

Description of the cavity magnetron The cavity magnetron, which will be referred 
to as the magnetron, is a diode, usuaUy of cylindrical construction. It employs a radial 
electric field, an axial magnetic field and an anode structure with permanent cavities. 

· As shown in Figure ll-10, the cylindrical cathode is surrounded by the anode with 
cavities, and thus a radial de electric field will exist. The magnetic field, because of a 
magnet like the one in Figure 11-11, is axial, i.e., has lines of magnetic force passing 
through the cathode and the surrounding interaction space. The lines are thus at right 
angles to the structure cross section of Figure 11-10. The magnetic field is also de, and 
since it is perpendicular to the plane of the radial electric field, the magnetron is caUed 
a crossed-field device. 

The output is taken from one of the cavities, by means of a coaxial line as 
indicated in both Figures 11-10 and ll-11, or through a waveguide, depending on the 
power and frequency. With regard to Figure 11-11, note that the anode surround has 
been removed to make the inside visible. Note also that the cavity is of a somewhat 
different type, being identical to the resonator shown in Figure 10-37. The output 
coupling loop leads to a cavity resonator to which a waveguide is connected, and the 
overall output" from this magnetron is via waveguide. The rings interconnecting the 
anode poles are used for strapping, and the reason for their presence will be explained. 
Finally, the anode is normally made of copper, regardless of its actual shape. 

Anode 
cavities 

· FIGURE 11-IO Cross section of hole-and-s!ot magnetron. 
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FIGURE 11'11 Sectioned magnetron (vane type) showing internal construction and mag
net. (Courtesy of English Electric Valve Company Limited.) 

The magnetron has a number of resonant cavities and must therefore have a 
number of resonant frequencies and/or modes of oscillation. Whatever mode is used, it 
must be self-consistent. For example, it is not possible for the eight-cavity magnetron 
(which is often used in practice) to employ a mode in which the phase difference 
between the adjacent anode pieces is 30°. If this were done, the total phase shift around 
the anode would be 8 x 30° = 240°, which means that the first pole piece would be 
120° out of phase with itself! Simple investigation shows that the smallest practical 
phase difference that can exist here between adjoining anode poles is 45°, or Tri4 rad, 
giving a self-consistent overall phase shift of 360° or 2Tr rad. This Tr/4 mode is seldom 
used in practice because it does not yield suitable characteristics, and the Tr mode is 
preferred for rather complex reasons. In this mode of operation, the phase difference 
between adjacent anode poles is Tr rad or 180°; it will be dealt with in detail in 
Section I 1-4.2. 

Effect of magnetic field Since any electrons emitted by the magnetron cathode will 
be under the influence of the de magnetic field, as well as an electric field, the behavior 
of electrons in a magnetic field must first be investigated. Note that the behavior is not 
the same as was discussed in Section 10-5.2 in connection with ferrites .. There, elec-
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Irons were in the crystalline structure of a magnetic material, whereas here they are 
moving in the vacuum of the anode interaction space. 

A moving electron represents a current, and therefore a magnetic field exerts a 
force upon it, just as it exerts a force on a wire carrying a current. The force thus 
exerted has a magnitude prc;,portional to the product Bev, where e and v are the charge 
and velocity of the electron, respectively, and B is the component of the magnetic field 
in a plane perpendicular to the direction of travel of the electron. This force exerted on 
the electron is perpendicular to the other two directions. If the electron is moving 
forward horizontally, and the magnetic field acts verti9ally downward, the path of the 
electron will be curved to the left. Since the magnetic field in the magnetron is con
stant, the force of the magnetic field on the electron· (and therefore the radius of 
curvature) will depend solely on the forward (radial) velocity of the electron. 

Effect of magnetic and electric fields When magnetic and electric fields act simulta
neously upon the electron, its path can have any of a number of shapes dictated by the 
relative strengths of the mutually perpendicular electric and magnetic fields. Some of 
these electron paths are shown in Figure 11-12 in the absence of oscillations in a 
magnetron, in which the electric field is constant and radial, and the axial magnetic 
field can have any number of values. 

When the magnetic field is zero, the electron goes straight from the cathode to 
the anode, accelerating all the time under the force of the radial electric field. This is 
indicated by path x in Figure 11-12. When the magnetic field has a small but definite 
strength, it will exert a lateral force on the electron, bending its path to the left (here). 
Note, as shown by path y of Figure 11-12, that the electron's motion is no longer 
rectilinear. As the electron approaches the anode, its velocity continues to increase 
radially as ·it is accelerating. The effect of the magnetic field upon it increases also, so 
that the path curvatµre becomes sharper as the electron approaches the anode. 

It is possible to make the magnetic field so strong that electrons will not reach 
the anode at all. The magnetic field required to return electrons to the cathode after 
they have just grazed the anode is called the cutoff field. The resulting path is z in 

. Figure 11-12. Knowing the value of the required ·magnetic field strength is important 
because this cutoff field just reduces the anode current to zero in the absence of 
oscillations. If the magnetic field is stronger still, the electron paths as shown will be 
more curved still, and the electrons will return to the cathode even sooner (only to be 

Cathode 

FIGURE 11~12 Electron paths in ·magnetron without oscillations, showing efft..-ct of in~ 
creasing·magnetic field. 
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reemitted). All-these paths are naturally changed by the presence of any RF field due to 
oscillations, but the state of affairs without the RF field must still be appreciated, for 
two reasons. First, it,leads to the understanding of the oscillating magnetron. Second, 
it dra\\'S attention to the fact that unless a magnetron is oscillating, all the electrons will 
be returned to the cathode, which will overheat and ruin the tube. This happens be
cause in practice the applied magnetic field is greatly in excess of the cutoff field. 

11-4.2 Operation 
Once again it will be assumed that oscillations are capable of starting in a device 
having high-Q cavity resonators, a_nd the mechanism whereby these oscillations are 
maintained will be explained. 

1T-mode oscillations As explained in the preceding section, self-consistent oscilla
tions can exist' only if the phase difference between adjoining anode poles is n1r/4, 
where n is an integer. For best results, n = 4 is used in practice. The resulting 1r-mode 
oscillations are shown in Figure 11-13 at an instant of time when the RF voltage on the 
top left-hand anode pole is maximum positive. It must be realized that these are oscilla

. tions. A time will thus come, later in the cycle, when this pole.is instantaneously 
maximum negative, while at another instant the RF voltage between that pole and the 
next will be zero. 

In the absence of the RF electric field, ele,ctrons a and b would have followed 
the paths shown by the dotted lines a and b, respectively, but the RF field naturally 
modifies these paths. This RF field, incidentally, exists inside the individual resonators 
also, but it is omitted here for simplicity. The important fact is that each cavity acts in 
the same way as a short-circuited quarter-wave transmission line. Each gap corre
sponds to a maximum voltage point in the resulting standing-wave pattern, with the 
electric field extending into the anode interaction space, as shown in Figure 11-13. 

FIGURE 11-13 Paths traversed by electrons in a magnetron under 11-mode oscillations. 
(From. F. E. Terman, Electronic and Radio Engineering, McGraw-Hill, New York.) 
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Eff~ct of combined fields on electrons The presence of oscillations in the magnetron 
brings in a tangential (RF) component of electric field. When electron a is situated (at 
this instant of time) at point I, the tangential component of the RF electric field 
opposes the tangential velocity of the electron. The electron is retarded by the field and 
gives energy to it (as happened· in the reflex klystron). Electron b is so placed as to 
extract an equal amount of energy from the RF field, by virtue of being accelerated by 
it. For oscillations to be maintained, more energy must be given to the electric field 
than is taken from it. Yet, on the face of it, this is unlikely to be the case here because 
there are just as many electrons of type a as of type b. Note that electron a spends much 
more time in the RF field than electron b. The former is retarded, and therefore the 
force of the de magnetic field on it is diminished; as a result, it can now move closer to 
the anode. If conditions are arranged so that by the time electron a arrives at point 2 
the field has reversed polarity, this electron will once again be in a position to give 
energy to the RF field (though being retarded by it). The magnetic force on electron a 
diminishes once more, and another interaction of this type occurs (this time at point 3). 
This assumes that at all times the electric field has reversed polarity each time this 
electron arrives at a suitable interaction position. In this manner, "favored" electrons 
spend a considerable time in the interaction space and are capable of orbiting the 
cathode several times before eventually arriving at the anode. 

However, an electron of type b undergoes a totally different experience. It is 
immediately accelerated by the RF field, and therefore the force exerted on it by the de 
magnetic field increases. This electron thus returns to the cathode even sooner than it 
would have in the absence of the RF field. It consequently spends a mµch shorter time 
in the interaction space than the other electron. Hence, although its interaction with the 
RF field takes as much energy from it as was supplied by electron a, there are far fewer 
interactions of the b type because such electrons are always returned to the cathode 
after one, or possibly two, interactions. On the other hand, type a electrons give up 
energy repeatedly. It therefore appears that more energy is given to the RF oscillations 
than is taken from them, so that oscillations in the magnetron are sustained. The only 
real effect of the "unfavorable" electrons is that they return to the cathode and tend to 
heat it, thus giving it a dissipation of the order of 5 percent of the anode dissipation. 
This is known as back-heating and is not actually a total loss, because it is often 
possible in a magnetron to shut off the filament supply after a few minutes and just rely 
on the back-heating to maintain the correct cathode temperature. 

Bunching It may be shown that the cavity magnetron, like the klystrons, causes 
electrons to bunch, but here this is known as the phasejocusing effect. This effect is 
rather important. Without it, favored electrons would fall behind the phase change of 
the electric field across the gaps, since such electrons are retarded at each interaction 
with the RF field. To see how this effect operates, it is most convenient to consider 
another electron, such as c of Figure 11-13. 

·Electron c contributes some energy to the RF field. However, it does not give 
up as much as electron a, because the tangential component of the field is not as strong 
at this point. As a result, this electron appears to be somewhat less useful than electron 
a, but this is so only at first. Electron c encounters not only a diminished tangential RF 
field but also a component of the radial RF field, as shown. This has the effect of 
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FIGURE 11-14 Bunched electron clouds rotating around magnetron cathode (individul!1 
electron paths not shown). · 

accelerating the electron radially outward. As soon as this happens, the de magnetic 
field exerts a stronger force on electron c, tending to bend it back to the cathode but 
also accelerating it somewhat in a counterclockwise direction. This, in turn, gives this 
electron a very good chance of catching up with electron ·a. In a similar manner, 
electron d (shown in Figure 11-13) will be retarded tangentially by the de magnetic 
field. It will therefore be caught up by the favored electron; thus, a bunch takes shape. 
In fact, it is seen that being in the favored position means (to the electron) being in a 
position of equilibrium. If an electron slips back or forward, it will quickly be returned 
to the correct position with respect to the RF field, by the phase-focusing effect just 
described. 

Figure 11-14 shows the wheel-spoke bunches in the cavity magnetron. These 
bunches rotate counterclockwise with the correct velocity to keep up with RF phase 
changes between adjoining anode poles. In this way a continued interchange ·of energy 
takes place, with the RF field receiving much more than it gives. The RF field changes 
polarity. Each favored electron, by the time it arrives opposite the next gap, meets the 
same situation of there being a positive anode pole above it and to -the left, and a 
negative anode pole above it and to the right. It is not difficult tci imagine that the 
electric field itself is rotating counterclockwise at the same speed as the electron 
bunches. The cavity magnetron is called the traveling-wave magnetron precisely be
cause of these rotating fields. 

11-4.3 Practical Considerations 
The operating principles of a device are important but do not give the entire picture of 
that particular device. A number of other significant aspects of magnetron op~ration 
will now be considered. 

Strapping Because the magnetron has eight (or more) coupled cavity resonators, 
several different modes of oscillation are possible. The oscillating frequencies corre
sponding to the different modes are not the same. Some are quite close to one another, 
so that, through mode jumping,. a 3-cm 7T-mode oscillation which is normal for a 
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(a) (b) 

FIGURE 11-15 (a) Hole-and-slot magnetron with strapping; (b) rising-sun magnetron 
anode block. 

particular magnetron could, spuriously, become a 3.05-cm 3/4 1r-mode oscillation. 
The de electric and magnetic fiel.ds, adjusted to be correct for the .,,. mode, would still 
support the spurious mode to a certain extent, since its frequency is not too far distant. 
The result might well be oscillations of reduced power,_ at the wrong frequency. 

Magnetrons using identical cavities in the anode block normally employ strap
ping to prevent mode jumping. Such strapping was shown in Figure 11-11 for the vane 
cavity system, and _it is now seen in Figure 11-!Sa for the hole-and-slot cavity arrange
ment. Strapping consists of two rings of heavy-gauge wire com)"cting alternate anode 
poles. These are the poles that should be in phase with each other for the .,,. mode. The 
reason for the effectiveness of strapping in preventing mode jumping may be simplified 
by pointing out that, since the phase difference between alternate anode poles is other 
than 21r rad in other modes, these modes will quite obviously be prevented. The actual 
situation is somewhat more complex. 

Strapping may become unsatisfactory because of losses in the straps in very 
high-power magnetrons or because of strapping difficulties at very high frequencies. In 
the latter case, the cavities are small, and there are generally a lot of them (16 and 32 
are common numbers), to ensure that a suitable RF field is maintained in the interec
tion space. This being so, so many modes are possible that even strapping may not 
prevent mode jumping. A very good cure consists in having an anode block with a pair 
of cavity systems of quite dissimilar shape and resonant frequency. Such a rising-sun 
anode structure is shown in Figure 11-15b and has the effect of isolating the 1r-mode 
frequency from the others. Consequently the magnetron is now unlikely to oscillate at 
any of the other modes, because the de fields would not support them. Note that 
strapping is not required with the rising-sun magnetron. 

Frequency pulling and pushing It should be recognized that the resonant frequency 
of magnetrons can be altered somewhat by changing the anode voltage. Such.frequency 
pushing is due to the fact that the change in anode voltage has the effect of altering the 
orbital velocity of the electron clouds of Figure 11-14. This in turn alters the rate at 
which energy is given up to the anode resonators and therefore changes the oscillating 
frequency, cavity bandwidth permitting. The effect of all this is that power changes 
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will result from inadvertent changes of anode voltage, but voltage tuning of magne
trons is quite feasible. 

Like any other oscillator, the magnetron is susceptible to frequency variations 
due to changes of load impedance. This will happen regardless of whether such load 
vari~tions are purely resistive or involve load reactance variations, but it is naturally 
more severe for the latter. The frequency variations, known as frequency pulling, are 
caused by changes in the load impedance reflected into the cavity resonators. They 
must be prevented, an the more so because the magnetron is a power oscillator. Unlike 
most other oscillators, it is not followed by a buffer. 

The various characteristics of a magnetron, including the optimum combina
tions of anode voltage and magnetic flux, are normally plotted on performance charts 
and Rieke diagrams. From these the best operating conditions are selected. 

11-4.4 Types, Performance and. Applications 

Magnetron types The magnetron, perhaps more than any other microwave tube, 
lends itself to a variety of types, designs and arrangements. Magnetrons using hole
and-slot, vane and rising-sun cavities have already been discussed. Figure 11-16a 
shows the. construction of another vane:type magnetron, this time using an all-metal-
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FIGURE 11-16 Pulsed magnetron construction (magnets omitted); (a) 20-kW conven
tional metal-ceramic magnetron; (b) 5-MW "long-anode" cOaxial magnetron. (Courtesy of 
English Electric Valve Co. Ltd.) 
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ceramic structure. This type is in current use in marine radar, producing about 25 kW 
pulsed in the X band. The all-up weight of such a magnetron is typically 2 kg. A vePJ 
high-power (5 MW pulsed at 3 GHz) magnetron is shown in Figure ll-l6b. It featu,es 
an anode that is about three times normal length and thus has the required volume an_d 
external area to allow high dissipation and therefore output power. A magnetron such 
as this may stand over 2. m high, and have a weight in excess of 60 kg without the 
magnet. 

A most interesting feature of Figure ll - l 6b is_ that it shows a coaxial magne
tron. The cross section of a coaxial magnetron structure, similar to _the one of Figure 
ll-16b, is shown in Figure 11-17. It is seen that there is an integral coaxial cavity 
present in this magnetron. The tube is built so that the Q of this cavity is much higher 
than the Q's of the various resonators, so that it is the coaxial cavity which determines 
the operating frequency. Oscillations in this cavity are in the coaxial TE0 •1 mode, in. 
which the electric field is circular, as is the magnetic field in Figure I0-l3b 1(TM0 , 1 · 

mode in circular waveguides). It is possible to attenuate the resonator modes without 
i interfering with the coaxial mode, so that mode jumping is all but eliminated. Fre
i quency pushing and pulling are both significantly reduced, while the enlarged anode 

area, as compared with a conventional magnetron, permits better dissipation of heat 
and consequently smaller size for a given output power. The MTBF of coaxial magne
trons is also considerably longer than that of conventional ones. 

·-- Frequency-agile (or dither-tuned) magnetrons are also available. They may be 
conventional or coaxial, the earlier ones having a piston which can be made to descend 
into the cavity, increasing or decreasing its volume and therefore its operating fre-

- quency .The piston is operated by a processor-controlled servomotor, permitting very 
large frequency changes to be made quickly. This is of advantage in radar, where it 
may be required to send a series of pulses each of which is at a different radio fre
quency. The benefits of doing this are improved resolution and more difficulty (for the 
enemy) in trying to jam the radar. (See also Chapter 16.) Dither tuning by electronic 
methods has recently been produced, yielding very rapid frequency changes, during 
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(TEo,, mode) 
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space 

Cathode 
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Coupling slot Rectangular waveguide 
output (TE1.o mode) 

FIGURE 11-17 Cross seciion of coaxial magm;tron; the magnetic field (now shown) is 
perpendicular to the page,\ 
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the transmission of one pulse; if required, with a range typically I percent of the center 
frequency. The methods used have included extra cathodes, electron injection and the 
placing of PIN diodes inside the cavity. · 

Voltage-tunable magnetrons (VTMs) are also available for CW operation, 
though they are not very efficient. For this and other reasons they are not suited to 
pulsed radar work. These use low-Q cavities, cold cathodes (and hence back-heating) 
and an extra injection electrode to help bunching. The result is a magnetron whose 
operating frequency may be varied over an octave range by adjusting the anode volt
age. Very fast sweep rates, and indeed frequency modulation, are possible. 

Performance and applications The traditional applications of the magnetron have 
been for pulse work in radar and linear particle accelerators. The duty cycle (fraction of 
total time during which the magnetron is actually ON) is typically 0.1 percent. The 
methods of pulsing are explained in Chapter 16. The powers required range from 
10 kW to 5 MW, depending on the application and the operating frequency. The maxi
mum available powers range from 10 MW in the UHF band, through 2 MW in the X 
band, to 10 kW at-100 GHz. Current efficiencies are of the order of 50 percent; a 
significant size reduction is being achieved, especially for larger tubes, with the aid of 
two advancements. One is the development of modem permanent magnet materials, 
which has resulted in reduced electromagnet bulk. The other advance is in cathode 
materials. By the use of such substances as thoriated tungsten, much higher cathode 
temperatures (1800'C compared with IOOO'C) are being achieved. This helps greatly in 
overcoming the limitation set by cathode heating from back bombardment. 

VTMs are available for the frequency range from 200 MHz to X band, with 
CW powers up to 1000 W (10 Wis typical). Efficiencies are higher, up to 75 percent. 
Such tubes are used in sweep· oscillators, in telemetry and in missile applications. 

Fixed0frequency CW magnetrons are also available; they are used extensively 
for industrial heating and microwave ovens. The operating frequencies are around 
900 MHz and 2.5 GHz, although typical powers range from 300 W to 10 kW. Effi
ciencies are typically in excess of 70 percent. 

TRAVELING-WAVE TUBE (TWT} 

Like the multicavity klystron, the TWT is a linear-beam. tube used as a microwave 
amplifier. Unlike the klystron, however, it is a device in which the interaction between 
the beam and the RF field is continuous. The TWT was invented independently by 
Kompfner in Britain and then Pierce in ihe United States, shortly after World War II. 
Each of them was dissatisfied with the very brief interaction in the multicavity !<ilys
tron, and each invented a slow-wave structure in which extended int'eraction tOok 
place. Because of its construction and operating principles, as will be seen, the TWT is. 
capable of enormous bandwidths. Its main application is as a medium- or high-power 
arnplifer, either CW or pulsed. 
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11-5.1 TWT Fundamentals 
In order to prolong the interaction between an electron beam and an RF field, it is 
necessary to ensure that both are moving in the same direction with approximately the 
same velocity. This relation is quite different from the multicavity klystron, in which 
the el.ectron beam travels but. the RF field is stationary. The problem that must be 
solved is that an RF field travels with the velocity of light, while the electron beam's 
velocity is unlikely to exceed 10 percent of that, even with a very high anode voltage. 
The solution is to retard the RF field with a slow-wave structure. Several such struc
tures are in use, the helix and a waveguide coupled-cavity arrangement being the most 
common. 

Description A typical TWT using a helix is shown in Figure 11-18. An electron gun 
is employed to produce a very narrow ·electron beam, which is then sent through the 
center of a long axial helix. The helix is made positive with respect to the cathode, and 
the collector even more so. Thus the beam is attracted to the collector and acquires a 
high velocity. It is kept from spreading, as in the multicavity klystron, by a de axial 
magnetic field, whose presence is indicated in Figure 11-18 though the magnet itself is 
not shown. The beam must be narrow and correctly focused, so that it will pass through 
the center of the helix without touching the helix itself. 

Signal is applied to the input end of the helix, via a waveguide as indicated, or 
through a coaxial line. This field propagates around the helix with a speed that is hardly 
different from the velocity of light in free space. However, the speed with which the 
electric field advances axially is equal to the velocity of light multiplied by the ratio of 
helix pitch to helix circumference. This can be made (relatively) quite slow and ap
proximately equal to the electron beam velocity. The axial RF field and the beam can 
now interact continuously, with the beam bunching and giving energy to the field. 
Almost complete bunching is ihe result, and so is high gain. 

Operation The TWT may be .considered as the limiting case of the multicavity klys
tron, one that has a very large number ofdosely spaced gaps, with a phase change that 
progresses at approximately the velocity of the electron beam. This also means that 
there is a lot of similarity here to the magnetron, in which much the same process talces 
place, but around a closed circular path rather than in a straight line. 
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FIGURE 11-18 Helix-type traveling-wave tube; propaga(ion along the helix is from left to 
right. (F, Harvey, Microwa .. e Engineering, Academic P~sS illc. (~ndon) Ltd.) 
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Bunching takes place in the TW:r through a process that is a cross between 
those of the multicavity klystron and the magnetron. 

Electrons leaving the cathode at random quickly encounter the weak axial RF 
field at the input end of the helix, which ·is due to the input signal. As with the passage 
of electrons across a gap, velocity modulation takes place and with it, between adjacent 
turns, some bunching. Once again it takes theoretically no power to provide velocity 
modulation, since there are equal numbers of accelerated and retarded electrons. By 
the time this initial bunch arrives at the next tum of the helix, the signal there is of s.uch 
phase as to retard the bunch slightly and also to help the bunching process a little more. 
Thus, the next bunch to arrive at this point will encounter a somewhat higher RF · 
electric field than would have existed if the first bunch had not made its mark. 

The process continues as the wave and electron beam both travel toward the 
output end of the helix. Bunching becomes more and morn pronounced until it is 
almost complete at the output end. Simultaneously the RF wave on the helix grows 

\ · (exponentially, as it happens).and also reaches its maximum at the output end. This 
situation is shown in Figure 11-19. 

The interactio)l between the beam and the RF field is very similar to that of the 
magnetron. In both devices electrons are made to give some of their energy to the RF 
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FIGURE 11-19 Growth of signal and bunching along traveling-wave tube. (Reich, Skalnik, 
Ordung, and Krauss, Microwave Principles, D. Van Nostrand Company, Inc., Princeton, ·N.J.) 
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field, through being slowed down by the field, and in both devices a phase-focusing 
mechanism operates. It will be· recalled that this. tends to ensure that electrons bunch 
and that the bunches tend to keep arriving in the most favored position for giving up 
energy. There is at least one significant difference between the devices, and it deals 
with the methods of keeping the velocity of the beam much the same as that of the RF 
field, even though electrons in the beam are continually retarded. In the magnetron this 

. is done by the de magnetic field,. but since there is nci such field here (no component of 
it at right angles to the direction of motion of the electrons, at any rate), the axial de 
electric field must provide the energy. A method of doing this is to give the electron 

· beam an initial velocity that is slightly greater than that of the axial RF field. The extra 
initial velocity of electrons in ti\e beam balances the retardation due to energy being 
given to the RF field. 

11-5.2 Practical Considerations 
Among the points to be considered now are the various types of slow-wave structures 
in use, prevention of oscillations, and focusing methods. 

Slow-wave structures Although the helix is a common type of slow-wave structure 
in use with TWTs, it does have limitations as well as good points. The best of the latter 
is that it is inherently a nonresonant structure, so that enormous bandwidths can be 
obtained from tubes using it. On the other hand, the helix turns are in close proximity, 
and so oscillations caused by feedback may occur at high frequencies. The helix may 
also be prevented from working at the highest frequencies because its diameter must be 
reduced with frequehcy to allow a high RF field at its center. In tum, this presents. 
focusing difficulties, especially under operating conditions where vibration is possible. 
Care must be taken to prevent high power from being intercepted by the (by now very 
small-diameter) helix; otherwise the helix tends to melt. 

A suitable structure for high-power and/01 high-frequency operation is the cou
pled-cavity circuit, used by the TWT of Figure 11-20. It consists of a large number of 
coupled (actually, overcoupled) cavities and is reminiscent of a klystron with a very 
large number of intermediate cavities. It acts as a distributed filter, with a principle of 

;operation that is identical to that of pulse-forming networks (see Section 16-2.1). 
'Essenifally;-there is a continuous phase shift progressing along the adjoining cavities. 
Because these are overcoupled, it may be shown that.the system behaves as a bandpass 
filter. This gives it a good bandwidth in practice but not as good as the exceptional 
bandwidth provided by helix TWTs. Thi~ type of slow-wave structure tends to be 
limited to frequencies below 100 GHz, above which ring-bar and other structures may 
be employed. 

Prevention of oscillations Figure 11-19 shows the exponential signal growth along 
the traveling-wave tube, but it is not to scale-the actual gain could easily exceed 
80 dB. Oscillations are thus possible in such a high-gain devke, especially if poor loaq 
matching causes significant reflections along the slowcwave structure. The problem is 
aggravated by the very close coupling of the slow-wave circuits. Thus all practical 
tubes use some form of attenuator (which has the subsidiary effect of somewhat reduc-

'\ \ 
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FIGURE 11-20 Cross section of high-power traveling-wave tube, using a coupled-cavity 
slow-wave structure and periodic permanent-magnet focusing. (Courtesy of Electron Dynamics 
Division, Hughes Aircraft Comi,any.) 

ing gain). Both forward and reverse waves are attenuated, but the forward wave is able 
to continue and to grow past the attenuator, because bunching is unaffected. With helix 
tubes, the attenuator may be a lossy metalli_c coating ( such as aquadag or Kanthal) on 
the surface of the glass tube: As shown in Figurc.11-20, with a coupled-cavity slow
wave structure there are really several {three, in this case) loosely coupled, self
contained structures, between which attenuation takes place. It should be noted that 
Figure l l-i9 shows a simplified picture of signal imd bunching growth, corresponding 
to a TWT without an attenuator. 

Focusing Because of the length of. the TWT, focusing by means of a permanent 
magnet is somewhat awkward, and focusing with an electromagnet is bulky and waste
ful of power. On the other hand, the solenoid does provide an excellent focusing 
magnetic field, so that it is often employed in high-power (ground-based) radars. The 
latest technique in this field is the integral solenoid, a development that makes the 
assembly light enough for-airborne use. Figure 11-21 shows the cross section of a TWT 
with this type of focusing. 

_ To reduce bulk, periodic permanent-magnet focusing is very often used. This 
PPM focusing was mentioned in connection with klystron amplifiers and is now illus
trated in Figure 11-20. PPM is seen to be a system in which a series .of small magnets 
are located right along the tube, with spaces between adjoining magnets. The beam 
defocuses slightly past each pole piece but is refocused by the next magnet. Note that 
the individual magnets are interconnected. The system illustrated is the so-called radial 
magnet (as opposed to axial magnet) PPM. 
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FIGURE 11-21 Cross section of complete 9-kW pulsed X-band traveling-wave tube, with 
a three-section coupled-cavity slow-wave structure and integral solenoid focusing. (Courtesy 
of Electron Dynamics Division, Hughes Aircraft Company.) 

11-5.3 Types, Performance and Applications 
The TWT is the most versatile and most frequently used microwave tube. There are 
broadly four types, each with particular applications and performance requirements. 
These are now described. ' 

TWT types The most fruitful method of categorizing traveling-wave tubes seems to 
be according to size, power levels and type of operation. Within each category, Yarious 
slow-wave structures and focusing methods may be used. 

The first TWTs were broadband, low-noise, low-level amplifiers used mainly 
for receivers. That is now a much-diminished application, because transistor amplifiers 
have much better noise figures, much lower bulk and comparable bandwidths. They 
are not as radiation-immune as the TWT and not as suitable for hazardous environ
ments. The TWXI9, whose performance is given in Table 11-2, is typical of such 
tubes. It comes all enclosed with its power supply and.draws just a few watts from the 
mains. The package measures about 30 X 5 X 5 cm and weighs about 1 V2 kg. 

The second type is the CW power traveling-wave tube. It is1 represented by 
several of the entries in Table 11-2 (all those that produce watts or kilowatts of CW). 
The 677H is typical, weighing just under 23/4 kg and measuring 7 x 7 x 41 cm. The 
major application for this type ofTWT is in satellite communications, either in satellite 
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earth stations (types 614H and 870H in Table 11-2) or aboard the satellit~s'themselves 
(type 677H). This type is also increasingly used in CW radar an<) electronic counter
measures (ECM) (see Chapter 16); indeed, tubes such as type 819H in Table 11-2 are 
designed for this application. 

Pulsed TWTs are representative of the third category, and several are shown in 
Table 11-2. They are considerably bigger and more powerful than the preceding two 
types. A representative tube is the Hughes 797H, illustrated in Figure 11-21. This 
TWT produces 9 kW in the X band, with a duty cycle of 50 percent. It weighs just over 
20 kg, draws 2.5 A at 8 kV de and measures 53 X 15 x 20 cm. 

The fourth type is the newest, still under active development. It comprises 
dual-mode TWTs. These are types with military applications, capable of being used as 
either CW or pulsed amplifiers. They are comparable in size, power, weight and mains 
requirements to the medium-power communications TWTs. The type 562H tube in 
Table 11-2 weighs 4.5 kg and is 45 cm long. Although the TWT in general represents 
a fairly mature technology, the dual-mode tube does not. 

Performance Low-level, low-noise TWTs are available in the 2- to 40-GHz range, 
and three are shown in Table 11-2. Such tubes generally use helixes and have octave 
bandwidths or sometimes even more. Their gains range from 25 to 45 dB and noise 
figures from 4 to 17 dB, while typical power output is 1 to 100 mW. They tend now to 
be used mostly for replacement purposes, having been displaced by transistor (FET or 
bipolar) amplifiers in most new equipment except in specialized applications. 

By virtue of their applications, CW power tubes are made essentially in two 
power ranges-up to about 100 W and over about 500 W. Several of them are featured 
in Table 11-2. The frequency range covered is from under 1 to over 100 GHz, with 
typically 2 to 15 percent bandwidths. Available output powers exceed IO kW with 
gains that may be over 50 kB, and efficiencies are in the 25 to 35 percent range with 
normal techniques. 't,'ith a so-called depressed collector efficiencies can exceed 50 
percent. This is a system in which the collector potential is made. lower than the 
cathode potential to reduce dissipation and improve efficiency .. The tube of Figure 
11-21 uses the depressed collector technique. TWTs of this type employ the helix when 
octave bandwidths are required and the coupled-cavity structure for narrower band
widths. Focusing is PPM most often, and a noise figure of 30 dB is typical. For space 
applications, reliabilities of the order of 50,000 hours (nearly 6 years) mean time 
between failures are now available. 

Over the frequency range of approximately 2 to 100 GHz, pulsed TWTs are 
available with peak outputs from 1 to about 250 kW typically. However, powers in the 
megawatt range are also possible. Bandwidths range from narrow (5 percent) to three 
octaves with helix tubes at the lower end of the power range. All manners of focusing 
and slow-wave structures are employed. Duty cycles can be much higher than for 
magnetrons or klystrons, 10 percent or higher being not uncommon. All other perfor
mance figures are as for CW power TWTs. 

Dual-mode TWTs are currently available for the 2- to 18-GHz spectrum. Power 
outputs range up to 3 kW pulsed and 600 W CW, with a maximum 10: 1 pulse-up ratio 
(peak pulse power to CW ratio for the same tube), which should be raised even more in 
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the near future. The remaining data are as for single-mode pulsed TWTs, and two 
dual-mode tubes are shown in Table 11-2. 

Applications. As has been stated, traveling-wave tubes are very versatile indeed. The 
low-power, low-noise ones have been used in radar and other microwave receivers, in 
laboratory instruments and as drivers for more powerful tubes. Their hold on these 
applications is much more tenuous than it was, because of semiconductor advances. As 
will be seen in the next chapter, transistor amplifiers, tunnel diodes and Schottky 
diodes can handle a lot of this work, while the TWT never could challenge parametric 
amplifiers and masers for the lowest-noise applications. 

Medium- and high-power CW TWTs are used for communications and radar, 
including ECM. The vast majority of space-borne power output amplifiers ever em
ployed have been TWTs because of the high reliability, high gain, large bandwidths 
and constant performance in space. The majority of satellite earth stations use TWTs as 
output tubes, and so do quite a number of tropospheric scatter links. Broadband micro
wave links also use TWTs, generally employing tubes in the under 100-W range. Note 
that all the foregoing applications are discussed in Chapter 15. CW traveling-wave 
tubes are also used in some kinds of radar, and also in radar jamming, which is a form 
of ECM. In this application, the TWT is fed from a broadband noise source, and its 
output is transmitted to confuse enemy radar. 

CW tubes will of course handle FM and may be used either to amplify Am 
signals or to generate them. For AM generation, the modulating signal is fed to the 
previously mentioned special grid. However, it must be noted that the, TWT, like the 
klystron amplifier, begins to saturate at about 70 percent otmaxiinum output and 
ceases to be linear thereafter. Although this does not matter when amplifying FM 
signals, it most certainly does matter when AM signals are being amplified 'or gener
ated, and in this case the tube cannot be used for power outputs exceeding 70 percent of 
maximum. 

Pulsed tubes find applications in airborne and ship-borne radar, as well as in 
high-power ground-based radars. They are capable of much higher duty cycles than 
klystrons or magnetrons and are thus used in applicatim;ts where. this feature ,is re
quired. Some of these are covered in Chapter 16. 

OTHER MICROWAVE TUBES 

Various other microwave tubes will now be introduced and briefly discussed. They are 
the crossed-field amplifier (CFA), backward-wave oscillator, and some miscellaneous 
high-power amplifiers. 

11-6.1 Crossed-Field Amplifier 
The CFA is a microwave power amplifier based on the magnetron and looking very 
much like it. It is a cross between the TWT and the magnetron in its operation. Ituses 
an essentially magn~tron ~tructure to provide an interaction between crossed de electric 
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FIGURE 11-22 Simplified cross section of continuous-cathode, forward-wave crossed
field amplifier. 

and magnetic fields and an RF field. It uses a slow-wave structure similar tci that of the 
TWT to provide a continuous interaction between the electron beam and a moving RF 
field. (It will be noted that in the magnetron, interaction is with a stationary RF field.) 
The crossed-field amplifier is 'more recent than most other microwave tubes, having 
been first proposed in the early 1960s. 

Operation The cross section ofa typical CFA is shown in Figure 11-22; the similarity 
to a coaxial magnetron is striking in its appearance. It would have been even more 
striking if, as used in practice, a vane slow-wave structure had been shown, with 
waveguide connections. The helix is illustrated here purely to simplify the explanation. 
Practical CF As and magnetrons are very difficult to tell apart by mere looks, except for 
one unmistakable giveaway: unlike magnetrons, C_FAs have RF input connections. 

As in the magnetron, the interaction of the various fields results in the forma
tion of bunched electron clouds. An input signal is supplied and receives energy from 

. electron clouds traveling in the same direction. as the RF field. In the TWT, signal 
strength grows along the slow-wave structure, and gain results. It will be seen in Figure 
11-22 that there is an area free of. the slow-wave structure. This provides a space in 
which electrons drift freely, isolating the input from the output to prevent feedback and 
hence oscillations. An attenuator is sometimes used also, similar to the TWT arrange
ment. 

In the tube shown, the direction of the RF field and the electron bunches is the 
same; this is a forward-wave CFA. Backward-wave CFAs also exist, in which the two 
directions are opposed. There are also CFAs which have a grid located near the cathode 
in the drift-space.area, with an accelerating anode nearby. They are kn~wn as injecte_d-
beam CFAs. · 
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Practical considerations The majority of crossed-field amplifiers are pulsed devices. 
CW and dual-mode C'As are also available, although their performance and other 
details tend to be shrm, 1 in military secrecy. However, dual-mode operation is easier 
for CF As than for T\\'1. because here both the electric and the magnetic fields can be 
switched to alter power .,utput. Thus I 0: I or higher power ratios for dual-mode opera
tions are feasible. 

Pulsed CFAs are available for the frequency range from I to 50 GHz, but the 
upper frequency is a limit of existing requirements rather than tube design. CFAs are 
quite small for the power they produce (like magnetrons), and that is a significant 
advantage for airborne radars. The maximum powers available are well over IO MW in 
the UHF range (with an excellent efficiency of up to 70 percent), I MW at 10 GHz 
(efficiency up to 55 percent) and 400 kW CW in the S-band. The excellent efficiency 
contributes to the small relative size of this device and of course to its use. Duty cycles 
are up to about 5 percent, better than magnetrons but not as high as TWTs. Bandwidths 
are quite good at up to 25 percent of center frequency (and one octave for some 
injected-beam CFAs). The relatively low gains available, typically 10 to 20 dB, are a 
disadvantage, in that the small size of the tube is offset by the. size of the driver, which 
the klystron or TWT, with their much higher gains, would not have required. 

A typical forward-wave CFA is the Varian SFD25?: It operates over the range 
5.4 to 5.9 GHz, producing a peak power of I MW with a duty cycle of 0.1 percent. 
The efficiency is 50 percent, gain 13 dB, and noise figure approximately 36 dB, a little 
higher than for a corresponding klystron. The anode voltage is 30 kV de, and the peak 
anode current is 70 A. The tube, like a number of magnetrons, uses- back-heating for 
the cathode, and indeed both it and the anode are liquid-cooled. The whole package, 
with magnet, weighs 95 kg and looks just like a high-power magnetron with an extra 
set of RF terminals. Crossed-field amplifiers are used almost entirely for radar and 
electronic countermeasures. 

11-6.2 Backward-Wave Oscillator 
A backward-wave oscillator (BWO) is a microwave CW oscillator with an enormous 
tuning and overall frequency coverage range. It operates on TWT principles of electron 
beam-RF field interaction, generally using a helix slow-wave structure. In general 
appearance the BWO looks like a shorter, thicker TWT. 

Operation If the presence of starting oscillations may be assumed, the operation of 
the BWO becomes very similar to that of the TWT. Electrons are ejected from the 
electron-gun cathode, focused by an axial magnetic field and collected at the far end of 
the glass tube. They have meanwhile traveled through a helix slow-wave structure, and 
bunching has taken place, with bunches increasing in completeness from the cathode to 
the collector. An interchange of energy occurs, exactly as in the TWT, with RF along 
the helix growing as signal progresses toward the collector end of the helix. Unlike the 
TWT, the BWO does not have an attenuator along the tube. As a simplification, 
oscillations may be thought of as occurring simply because of reflections fi,om an 
imperfectly terminated collector end of the· helix. There is feedback, and the output is 
collected from the cathode end of the helix, toward which reflection took place. Be-
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cause the helix is essentially a nonresonant structure, bandwidth (if one may use such a 
term with an oscillator) is very high, and the operating frequency is determined by the 
collector voltage together with the associated cavity system.· · 

Bandwidth is limited by the interaction between the beam and the slow-wave 
structure. To increase this interaction, the BWO has a ring cathode which sends out a 
hollow beam, with maximum intensity near the helix. 

Practical aspects Backward-wave oscillators are used as signal sources in instru
ments and transmitters. They can also be made broadband noise sources, whose out
put, amplified by an equally wideband TWT, is transmitted as a means of enemy radar 
confusion. The frequency spectrum over which BWOs can be made to operate is vast, 
stretching from I to well over 1000 GHz. The ThoinsoP-CSF CO 08 provides about 
50 mW CW over the range 320 to 400 GHz, while 0.8 mW CW has been reported, 
from another BWO, at 2000 GHz. The normal output range ofBWOsis 10 to 100 mW 
CW, but tubes with outputs over 20 W, at quite high frequencies, have_ also been 
produced. The tuning range of a BWO is an octave typically, up to about 40 GHz. At 
higher frequencies multiple helixes or coupled cavities are used, with a consequent 
bandwidth reduction to typically a half-octave. At the lower end of the spectrum, 
frequency ranges over 3: 1 are possible from the one tube. The ITT F-2513 produces an 
average of 25 mW over the range 1.3 to 4.0 GHz. The rate at which the BWO fre
quency may be changed is very high, being measured in gigahertz per microsecond. 

Permanent magnets are normally used for focusing, since this results in sim
plest magnets and smallest tubes. Solenoids are used at the highest frequencies, since it 
has been found that they give the best penetration and distribution for the axial mag
netic field. A recent development in this respect has been the use of samarium-cobalt 
permanent magnets to reduce weight an~ size. . · · 

The Siemens RWO 170 is a typical BWO and produces an average power 
output of 10 mW. It is electronically tunable over the range from 60 GHz (at which the 
collector voltage is 500 V) to 110 GHz (collector voltage 2500 V). The average col
lector current is 12 to 15 mA and dissipation about 30 W. Together with its power 
supply and magnet, it weighs 2 kg. 

11-6.3 Miscellaneous Tubes 
A number of less common microwave tubes have been proposed and built, mainly for 
very high powers. Two of these are: \ 

1. The Twystron (Twystron® is a registered trademark of Vilµan A;sociates), which 
is a hybrid combination of klystron driver and TWT output section in tandem in 
the same envelope. 

2. The extended interaction amplifier (EIA), which is a multicavity klystron with 
interconnected multigap cavities. 

Pulsed powers in excess of 10 MW have been obtained from both types of tube, 
neither of which is in common use. · 

Multiple-beam klystrons (within the one envelope) have also been proposed, as 
have Ubitron (undulating· beam interaction) amplifiers, using a so-called fast-wave 
structure. · 



412 ELECTRONIC COMMUNICATION SYSTEMS 

Another high-power microwave tube is the gyrotron, first described in the 
U.S.S.R. in the late 1970s. It can be used as an amplifier or oscillator and is an 
adaptation of either the klystron (gyroklystron). or TWT (gyro-TWT), such that a 
cyclotron resonance takes place in its cavity. It is capable.of very high powers at the 
highest frequencies. Powers in excess of I kW CW have been reported at frequencies 
over 100 GHz. 

MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly complete~ each sentence. 

I. A microwave tube amplifier uses an axial 
magnetic field and a radial electric field. 
This is the 
a. reflex klystron 
b. coaxiar magnetron 
c. traveling-wave magnetron 
d. CFA 

2. One of the following is unlikely to be used 
as a pulsed device. It is the 
a. multicavity klystron 
b. BWO 
c. CFA 
d. TWT 

3. One of the reasons why vacuum tubes even
tually fail at microwave frequencies is that 
their 
a. noise figure increases 
b. transit time becomes too short 
c. shurit capacitive reactances become too 

· large 
d. series inductive reactances become too 

small 
4. Indicate the false statement. Transit time in 

microwave tubes will be reduced. if 
a. the electrodes are brought closer to-

gether 
b. a higher anode· current is used 
c. multiple or coaxial leads are used 
d. the anode voltage is made larger 

5. The multicavity klystron 
a. is not a good low-level amplifier because 

of noise 
b. has a high repeller voltage t<i ensure a 

rapid transit time. 
c. is not suitable for pulsed operation 
d. needs a long transit. time through the 

buncher cavity to ensure current modu
lation 

6. Indicate the false statement. Klystron am
plifiers may use intermediate cavities to 
a. prevent the oscillations that occur in 

two-cavity klystrons 
b. increase the bandwidth of the device 
c. improve the power gain 
d. increase the efficiency of the klystron 

7. The TWT. is sometimes preferred to the 
multicavity klystron amplifier, because it 
a. is more efficient 
b. has a greater bandwidth 
c. has a higher number of modes 
d. produces a higher output power 

8. The transit time in the repeller space of a 
reflex klystron must be n + 3/4 cycles to 
ensure that 

. a. electrons are accelerated by the gap volt
age on their return 

b. returning electrons give energy to th~ 
gap oscillations 



c. it is equal to the period of. the cavity os-
cillations · 

d. the repeller is not damaged by striking 
electrons 

9. The cavity magnetron uses strapping to 
a. prevent mode jumping 
b. prevent cathode back-heating 
c. ensure bunching 
d. improve the phase-focusing effect 

10. A magne(ic field is used in the cavity mag
netron to 
a. prevent anod.e current in the absence of 

oscillations 
. b. ensure that the oscillations are pulsed 
· c. help in focusing the electron beam, thus 

preventing-spreacjing 
d. ensure that the -electrons · wilL orbit 

around the cathode 
11. To avoid difficulties with strapping at high 

frequencies, the type of cavity structure 
used in the magnetron is the 
a. hole-and-slot 
b. slot 
c. vane· 
.d. rising-sun 

12. The primary purpose of the helix in a trav
eling-wave tube is to 
a. prevent the electron beam from spread

ing in the long tube 
b. reduce the axial velocity of the RF field 
c. ensure broadband operation 

. d. reduce the noise figure 
13. The attenuator is used in the traveling-wave 

tube to 
a. help bunching 
b. prevent oscillations 
c. prevent saturation 
d. increase gain 
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14. Periodic permanent-magnet focusing is used 
with TWTs to 
a. allow pulsed operation 
b. improve electron bunching 
c. avoid the bulk of an electromagnet 
d. allow coupled-cavity operation at the 

·highest frequencies 
15. The TWT is sometimes preferred to the 

magnetron as a radar transmitter output tube 
because it is 
a. capable of a longer duty cycle 
b. a more efficient amplifier 
c. more broadband 
d. less noisy 

16. A magnetron whose oscillating frequency is 
electronically adjustable over a wide range 
is called a 
a. coaxial magnetron 
b. dither-tuned magnetron 
c. frequency-agile magnetron 
d. VTM 

17. Indicate which of the following is not a 
TWT slow-wave structure: 
a. Periodic-permanent magnet 
b. Coupled cavity 
c. Helix 
d. Ring-bar 

18. The glass' tube of a TWT may be coated 
with aquadag to 
a. help focusing 
b. provide attenuation 
c. improve bunching 
d. increase gain 

19. A backward-wave oscillator is based on the 
a. rising-sun magnetron 
b. crossed-field amplifier 
c. coaxial magnetron 
d. traveling-wave tube 

REVIEW QUESTIONS 

. I! 

1. Vacuum tubes suffer from ·limitations at high frequencies. Describe these failings, 
and indicate the steps that may be taken to extend the usefulness of vacuum tubes to higher 
frequencies. · 

2. Explain the transit-time effect as it affects high-frequency amplifying devices (hot
catlfode or semiconductor) of orthodox construction . 
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3. Draw and describe the circuit of a typical microwave triode amplifier or oscillator, 
and indicate the performance figures of which it may be capable. 

4. Describe the two-cavity klystron amplifier, with the aid of a schematic diagram 
which shows the essential components of this tube as well as the voltages applied to the 
electrodes. 

5. Explain how bunching takes place in the klystron amplifier around the electron which 
passes the buncher cavity gap when the gap voltage is zero and becoming positive. 

6. Make a clear distinction between velocity modulation and current modulation. Show 
how each occurs in the klystron amplifier, and explain how current modulation is neces
sary if the tube is to have significant power gain. 

7. Why do practical klystron amplifiers generally have more than two cavities? How can 
broadband operation be achieved in multicavity klystrons? 

8. Discuss the applications and performance of the multicavity klystron amplifier, and 
draw up a performance table. Why should the collector voltage be kept constant for this 
tube? 

9. Describe the reflex klystron oscillator with the aid of a suitable schematic-diagram; 
indicate the polarity of the voltages applied to the various electrodes. 

10. Explain the operation of the reflex klystron oscillator. Why is the transit time so 
important in this device? 

11. List and discuss the applications and limitations of the reflex klystron and two-cavity 
klystron oscillators. 

12. Describe fully the effect of a de axial field on the electrons traveling from the cathode 
to the anode of a magnetron, and then describe the combined effect of the axial magnetic 
field and the radial de field. Define the cutoff field. 

13. Explain how oscillations are sustained in the cavity magnetron, with suitable 
sketches, assuming that the 1T-mode oscillations already exist. Make clear why more 
energy is giveff to the RF field than is taken from it. 

14. With the aid of Figure 11-13, explain the phasejocusing effect in the cavity magne
tron, and show how it allows electron bunching to take place and prevents favored elec
trons from slipping away from their relative position. 

15. What is the purpose of strapping in a magnetron? What are the disadvantages of 
strapping under certain conditions,? Show the cross section of a magnetron anode cavity 
system that does not require strapping. 

16. With the aid of a cross-sectional sketch of a coaxial magnetron, explain the operation 
of this device. What are its advantages over the standard magnetron? What is done to 
ensure that the coaxial cavity is the one that determines the frequency of operation? 

17. Describe briefly what is meant by coaxial.frequency-agile and voltage-tunable mag
netrons. 

18. Discuss the performance of magnetrons and the applications to which this perfor
mance suits them. 

19. With the aid of a schematic diagram, describe the traveling-wave tube._ What is a 
slow-wave structure? Why does the TWT need such a structure? 
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20. How does the function of the magnetic field in a TWT differ from its function in a 
magnetron? What is the fundamental difference between the beam-RF field interaction in 
the two devices? 

21. Discuss briefly the three methods of beam focusing in TWTs. 
22. What are the power capabilities and practical applications of the various types of 
traveling-wave tubes? What are the major advantages of CW and pulsed TWTs? 

23. With the aid of a schematic sketch, briefly describe the operation of the crossed-field 
amplifier. · 

24. Compare the multicavity klystron, traveling-wave tube and crossed-field amplifier 
from the point of view of basic construction, performance and applications. 

25. Briefly compare the applications of the multicavity klystron, TWT, magnetron and 
CFA. What are the most significant advantages and disadvantages of each tube? 



Semiconductor Mlcr-owave 
--------0 e vices and Circuits--

No segment of the microwave field has had 
more research devoted to it, over the past 
three decades, than the field of solid-state 
devices·-and circuits. This has resulted in a 
tremendous proliferation of, and improve
ments in, semiconductor devices for micro
wave amplification, oscillation, switching, 
limiting, frequency multiplication and other 
functions. For _the systems designer, the re
sult of these continuing improvements has 
been greater flexibility, improved perfor
mance, generally greater reliability, reduced 
sizes and power requirements, and impor
tantly the ability to produce some systems 
that would not otherwise have been possible. 

It would be entirely feasible to write a 
large book on each of the major sections of 
this chapter. In this chapter we will explain 
the basic principl\'5 of each type of device, to 
discuss its practical aspects and applications, 
to describe and show its appearance, and to 
indicate its state-of-the-art performance fig
ures. Different devices that may be used for 
similar purposes will be compared from a 
practical point of view. A number of explana
tions will be deliberately simplified because of 
the complex nature of the material. 

The chapter begins with an explana
tion of certain passive microwave circuits, 
notably microstrip, stripline and surface 
acoustic wave (SAW) components. They are 
not semiconductor devices themselves, but 
since they are often used in conjunction with . 
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solid-state microwave devices, this is a conve
nient place to review them. 

We then continue with a· presentation 
of microwave transistors, both,. ~ipolar and 
field-effect. As with microwave triodes in the 
preceding chapter, it will be assumed that 
students already understand how transistors 
work. We will then discuss their high
frequency limitations and what makes micro
wave transistors different in construction and 
behavior from lower-frequency ones. The sec
tion concludes with an introduction to micro
wave integrated circuits. 

The next section is devoted to varactor 
diodes. These are diodes whose capacitance 
is linearly variable with the change in applied 
bias. This property makes the diodes ideal for 
electronic tuning of oscillators and for low
loss frequency multiplication. Another im
portant application of varactors is in para
metric amplifiers; which form the next major 
portion of the chapter. Extremely low.noise 
amplification of (micro;,,ave) signals can be 
obtained by a suitable variation of a reactive 
parameter of an RLC circuit. Varactor diodes 
fit the bill, since their capacitance parameter 
is easily variable. 

Tunnel diodes and their applicatioris 
are the next topic studied. They are diodes 
which, under certain circpmstances, exhibit a 
negative resistance. It will be shown that this 
results in their use as amplifiers and oscilla
tors. Tunnel diodes wiJI be used as an exam-
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pie of how amplification is possible with a 
device that has negative resistance. 

The Gunn effect and Gunn diodes, so
called after their inventor, are discussed 
next. These are devices in which negative re
sistance is obtained as a bulk property of the 
material used, rather than a junction prop
erty. Gunn diodes are now very common 
medium-power oscillators for microwave fre
quencies, with a host of applications that will 
be covered. 

Another class of power devices de
pends on controlled avalanche to produce 

. microwave oscillations or amplific_ation. The 

IMPATT and TRAPATT diodes are the most 
commonly used, and both are discussed in 
the next section of the chapter. They are 
followed in the next-to-last section by an 
explanation of the Schottky barrier and 
PIN diodes, used for mixing/detection and 
limiting/switching, respectively. 

The final topic covered is the amplifi
cation of microwaves or light by means of the 
quantum-mechanical effect of stimulated 
emission of radiation. The topic covers 
masers, lasers and a number of other op
toelectronic devices. 

OBJECTIVES 
Upon completing the material in Chapter 12, the student will be able to: 

Understand the theory and application of stripline and microstrip circuits and SAW 
devices. 

Explain the construction, limitation, and performance characteristics of microwave 
integrated circuits, transistors, and diodes. 

Define the term maser. 

Discuss the differences between masers and lasers. 

PASSIVE MICROWAVE CIRCUITS 

Transmission lines and waveguides were invented at the time of, and used in conjunc
tion with, microwave electron tubes such as those discussed in the preceding chapter. 
They are still so used at medium and high powers. Again, being low-loss, they are used 
at low powers where significant distances are traversed, as in connecting antennas to 
receivers. However, transmission lines are considerably bulkier than semiconducior 
microwave devices, and consequently their use would prevent the reduction in circuit 
size and weight which would otherwise be obtainable. Stripline and microstrip have 
been developed and are used for circuit foterconnections with solid-state devices. They 
may also be used for passive components, as can another class of device_s, using SAW 
principles. Microwave integrated circuits (MICs) are not uncommon and have many 
applications. 

12-.L 1 Stripline and Microstrip Circuits 
Stripline and microstrip are physically related to transmission lines but are covered 
here because they are microwave circuits used ·in conjunction with semiconductor 
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FIGURE 12-1 (a) Stripline; (b) inicrostrip cross section; (c) microstrip LC circuit. 

microwave devices. As illustrated in Figu_re 12-1, stripline consists of flat metallic 
ground planes, separated by a thickness of dielectric in the middle of which a thin 
metallic strip has been buried. The conducting strip in microstrip is on top of a layer of 
dielectric resting on a single ground plane. Typical dielectric thicknesses vary from 0.1 
to 1.5 mm, although the metallic strip may be as thin as 10 µ,m. 

Stripline and microstrip were developed as an alternative conducting medium to 
waveguides and are now used very frequently in a host of microwave applications in 
which miniaturization has been found advantageous. Such applications include re
ceiver front ends, low-power stages of transmitters and low-power microwave circuitry 
in general. 

Stripline is evolved from the coaxial transmission line. It may be thought of as 
flattened-out coaxial line in which the edges have been cut away. Propagation is simi
larly by means of the TEM (transverse electromagnetic) mode as a reasonable approxi
mation. Microstrip is analogous to a parallel-wire line, consisting of the top strip and 
its image below the ground plane. The dielectric is often Teflon, alumina or silicon. It 
is possible to use several independent strips with the same ground planes and dielectric, 
for both types of circuits. Semiconductor microwave devices are often packaged for 
direct connection to stripline or microstrip. 

As was shown in Chapter 10, waveguides are used not only for interconnection 
but also as circuit components. The same applies to stripline and microstrip (and 
indeed to coaxial lines). Figure 12-Jc shows a microstrip LC circuit-typical capaci
tances possible are up to I pF, and typical inductances up to _5 nH. The stripline 
version would be very similar, with just a covering of dielectric and a second ground 
plane. Transformers can be made similar to the single-tum coil shown, and passive 
filters and couplers may also be fabricated. Resistances are obtained by using a patch 
of h_igh-resistance metal such as Nichrome, instead of the copper conductor. Ferrite 
may be readily blended into such circuits, and so isolators, circulators and duplexers 
(all described in Chapter 10) are quite feasible. Figure 10-43 shows the construction of 
a ferrite stripline circulator. 
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Microstrip has ihe advantage over stripline in being of simpler construction and 
easier _integration with semiconductor devices, lending itself well to printed-circuit and 
thin-film techniques. On the other hand, there is a far greater tendency with microstrip 
to radiate from irregularities and sharp comers. Thus there is a lower isolation between 
adjoining circuits in microstrip than in stripline. Finally, both Q and power-handling 
ability are lower with microstrip. 

In comparison with waveguides (and coaxial lines), stripline has two significant 
advantages; reduced bulk and greater bandwidth. The first of these"goes without say
ing, while the second is due to a restriction in waveguides. In practice, these are u·sed 
over the 1.5: I frequency range, limited by cutoff wavelength at the lower end and the 
frequency at which higher modes may propagate at the upper end. There is no such 
restriction with stripline, and so bandwidths greater than 2: I are entirely practicable. A 
further advantage of stripline, as compared with waveguides, is greater.compatibility 
for integration with microwave devices, especially semiconductor ones. On the debit 
side, stripline has greater losses, lower Q and much lower power-handling capacity 
than waveguides. Circuit isolation, although quite good, is not in the waveguide class. 
The final disadvantage of stripline (and consequently of microstrip) is that components 
made of it are not readily adjustable, unlike their waveguide counterparts. 

Above about 100 GHz, stripline and microstrip costs and losses rise ·signifi
cantly. However, at frequencies lower than that, these circuits are very widely used, 
particularly at low and medium powers. 

12-1.2 SAW Devices 
Surface acoustic waves may be propagated on the surfaces of solid piezoelectric mate
rials, at frequencies in the VHF and UHF regions. Devices employing SAW principles 
were first discussed in.the late 1960s, then moved out of the laboratory in about 1974, 
and sjnce about 1978 have found many applications as passive components in the low 
microwave range. 

The application of an ac voltage to a plate of quartz crystal will cause it to 
vibrate and, if the frequency of the applied voltage is equal to a mechanical resonance 
frequency of the crystal, the vibrations will be intense. Because quartz is piezoelectric, 
all mechanical vibrations will be accompanied by electric oscillations at the same 
frequency. The mechanical vibrations can be made very stable in frequency, and con
sequently piezoelectric crystals find many applications in stable oscillators and filters. 
As the desired frequency of operation is raised, so quartz plates must be made thinner 
and thus more fragile, so that crystal oscillators are not normally likely to operate at 
fundamental frequencies much in excess of 50 MHz. It is possible to multiply the 
output frequency of an oscillator almost indefinitely (see also Section 12-3.3), but 
inconvenience would be avoided if multiplication were unnecessary. This may be done 
with SAW resonators, which employ thin lines etched ori" a metallic surface electrode
posited on a piezoelectric substrate. The etching is performed by using photolithogra
phy or electron beam techniques, while the most commonly used piezoelectric materi
als are quartz and lithium niobate. 

A simplified sketch of a typical interdigitated SAW resonator is shown in Figure 
12-2. Traveling waves in both directions result from the application of an RF voltage 

I 
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FIGURE 12-2 Basic surface acoustic wave (SAW) resonator. 
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between the two electrodes, but the resulting standing wave is maintained adequately 
only at the frequency at which the distance between adjoining "fingers" is equal to an 
(acoustic) wavelength, or a multiple of a wavelength along the surface of the material. 
As with other piezoelectric processes, an electric oscillation accompanies the mechani
·cal surface oscillation. 

If the device is used as a filter, only those frequencies that are close to the 
resonalll frequency of the SAW resonator will be passed. Because the mechanical Q is 
high (though not quite as high as that of a quartz crystal being used as a standard 
resonator), the SAW device is a narrowband bandpass filter. To use the SAW resonator 
to produce oscillations, one need merely place it, in series with a phase-shift network, 
between the input and output of an amplifier. The phase shift is then adjusted so as to 
provide positive feedback, and the amplifier will produce oscillations as the frequency 
permitted by the SAW resonator. 

There is no obvious lower limit to the operating frequency of a SAW resonator, 
except that it is unlikely to be used below about 50 MHz, because at such frequencies 
straightforward crystal oscillators can be used. The upper frequency limit is governed 
by photoetching accuracy. Because wavelength = vif and the velocity of the acoustic 
wave is approximately 3000 mis, it is easy to calculate that the finger separation at 
5 GHz should be 0.6 JLm, and the fingers themselves must be thinner still. In conse
quence, 5· GHz represents the current upper limit of SAW resonator operation. 

TRANSISTORS AND INTEGRATED CIRCUITS 

All devices that try to overcome the limitations of transit time eventually lose. This was 
stated in copnection with vacuum tubes near the beginning of Chapter 11 and applies 
equally here. With tubes and transistors, useful operation can be extended into the 
microwave region. 
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12-2.1 High-Frequency Limitations 
As stated, transistors suffer from high-frequency limitations. These are of a twofold 
nature. On the one hand, there are the same difficulties as those encountered with tubes 
(Section 11-1.1). On the other hand, there is some difficulty in specifying accurately 
the performance of microwave transistors in a manner which would make it relatively 
easy for the equipment designer to use them. 

Limitations If one has become familiar with the limitations of vacuum tubes at high 
frequencies, it is relatively easy to predict the limitations of transistors. Thus, capaci
tances between electrodes play an important part in determining high-frequency re
sponse. Both current gains, a and {3, eventually acquire reactive components which 
make both complex at first and eventually unusable. Interelectrod, capacitances in 
bipolar transistors depend also on the width of the depletion layers at the junctions, 
which in turn depend on bias. The situation is somewhat more complex than with 
tubes, whose interelectrode capacitances are not so bias-dependent. The difficulty here 
is not that the transistor has a poorer high-frequency response; quite the opposite. It is 
simply a greater difficulty in finding parameters wi.th which to describe the behavior so 
as to give _a meaningful picture to the circuit designer. 

Electrode inductances have more or less the same nuisance value as with tubes, 
but since transistors are smaller, electrode leads are shorter. Thus suitable geometry 
and the use of low-inductance packages go a long way toward reducing the effects of 
lead inductance. 

The effect of transit time is identical to that in tubes, although its actual opera
tion is somewhat different. The smaller distances traveled in transistors are counterbal
anced by the slower velocities of current carriers, but overall the maximum attainable 
frequencies are somewhat higher than for tubes. In traveling across a bipolar transistor, 
the holes or electrons drift across with velocities determined by the ion mobility [basi
cally higher for germanium (Ge) and gallium arsenide (GaAs) than silicon (Si)] the bias 
voltages and the transistor construction. We first find majority carriers suffering an 
emitter delay time, and then the injected carriers encounter the base transit time, which 
is governed by the base thickness and impurity distribution. The collector depletion
layer transit time comes next. This is governed mainly by the limiting drift velocity of~ 
the carriers (if a higher voltage were applied, damage might result) and the width of the ·, 
depletion layer (which is heavily dependent on the collector voltage). Finally, electrons 
or holes take some finite time to cross the collector, as they did with the .emitter . 

. Spedfication of performance Several methods are used to describe and specify the 
overall high-frequency behavior of RF transistors. Older specifications showed the 
alpha and beta cutoff frequencies, respectively !ab andf0 ,. The first is the frequency at 
which a, the common-base current gain, falls by 3 dB, and the second applies simi
larly to {3, the common-emitter current gain. The two figures are simply intercon
nected. Since we know that 

a 
{3=--

1 - a 
(12-1) 

it follows that, for the usual values of {3, 
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' = J.b 
Jou {3 (12-2) 

These frequencies are no longer commonly in use. They have been replaced by 
JT, the (current) gain-bandwidth frequency. This may simply be used as a gain-band
width product at low frequencies or, alternatively, as the frequency at which f3 falls to 
unity, i.e., the highest frequency at which current gain may be obtained. It is very 
nearly equal to J •• in most cases, although it is differently defined. 

Up to a point, fr is proportional to both collector voltage and collector current 
and reaches its maximum for typical bipolar RF transistors at Ve, = 15 to 30 V _and le 
in excess of about 20 mA. This situation is brought about by the higher drift velocities 
and therefore shorter transit times corresponding to the higher collector voltage and 
current. 

Finally, there is one last frequency of interest to the user of microwave transis
tors. This is the maximum possible frequency of oscillation, fmex· It is higher than Fr 
because, although /3 has fallen to unity at this frequency, power gain has not. In other 
words, at /3 = I output impedance is higher than input impedance, voltage gain exists, 
and both regeneration and oscillation are possible. Although the use of transistors 
above the beta cutoff frequency is certainly possible and very often used in practice, 
the various calculations are not as easy as at lower frequencies. The transistor behaves 
as both an amplifier and a low-pass filter, with a 6 dB per octave gain drop above a 
frequency whose precise value depends on the bias conditions. 

To help with design of transistor circuits at microwave frequencies, scattering
(S) parameters have been evolved. These consider the transistor as a two-port, four
terrninai network under matched conditions. The parameters themselves are the 
forward and reverse transmission gains, and the forward and reverse reflection coeffi
cients. Their advantage is relatively easy measurement and plotting on lhe_Smilh chart. 

12-2.2 Microwave Transistors and Integrated Circuits 
Silicon bipolar transistors were first on the microwave scene, followed by GaAs field
effect transistors. Indeed, FETs now have noticeably lower noise figures, and in the C 
band and above they yield noticeably higher powers. A description of microwave 
transistor constructions and a discussion of their performance now follow. 

Transistor construction The various factors that contribute to a maximum high
frequency performance of microwave transistors are complex. They include the al
ready mentioned requirement for high voltages and currents, and two other conditions. 
The first of these is a small electrode area to reduce interelectrode capacitance. The 
second is very narrow actiVe regions to reduce transit time. 

For bipolar transistors, these requirements translate themselves into the need 
for a very small emitter junction and a very thin base. Silicon planar transistors offer 
the best bipolar microwave performance. Fabrication difficulties, together with the 
excellent performance of GaAs FETs, have prevented the manufacture of GaAs bipo
lars. Epitaxial diffused structures are used, giving ·a combination of small emitter area 
and large emitter edge. The first property gives a short transit time through the emitter, 
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FIGURE 12-3 Geometry of an interdigitated plai1ar .microwave transistor. (Courtesy of 
Texas Instruments, Inc.) 

and the second a large current capacity. The interdigitated transistor, shown in Figure 
12-3, is by far the most common bipolar in production. The transistor shown has a base 
and emitter layout. that is similar to two hands with interlocking fingers, hence its 
name. The chip illustrated has overall dimensions (less contacts) of about 70 x 
70 µ,m; the emitter contact is on the left, the base on the right and the collector 
underneath. The thickness of each emitter (and base) "finger" in the transistor shown 
is 0.5 µ,m. This yields values offm~ in excess of 20 GHz; 0.25-µ,m geometries have 
been proposed. 

The most common microwave FET uses a Schottky-barrier gate (i.e., a metal
semiconductor one; see also Section 12-8.2). Figure 12-4 demonstrat~s why this device 
is also known as a MESFET. The cross section shows it to be of mesa construction. 
The top metallic layer has been etched away, as has a portion of the n-type GaAs 

Metallic contacts 

-. -, 
:;::: 30µm 

77T,'777.77'77777'7?777?777T,'77777?777T,'7777 l 
~ 

~Nonconducting . 

. . ~'"" 

FIGURE 12-4 Construction of microwave mesa field~Ntansistor (MESFET) chip, 
with a single Schottky-barrier gate. ' 
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FIGURE 12-5 Microwave transistor package types. Top: T0-72 can; bottom: Strlpline 
(beam-lead) package. (Coumsy of Avantek, Inc.) 

semiconductor underneath. The metallic Schottky-barrier gate stripe is deposited in the 
resulting groove. It has a typical length of I µ.m Cthe normal range is 0.5-3 · µ,m). The 
width of the gate is not shown in the cross section; 300-2400 µ,mis a typical range. 
Dual-gate GaAs FETs are also available., in which the sec.ond gate may be used for the 
application of AGC. in receiver RF amplifiers. It shouid be mentioned that values of 
fmox in excess of 100 GHz are currently achievable. 

Packaging and circuits Two typical methods of packaging microwave transistor 
chips are shown in Figure 12-5. The Avantek stripline package at the bottom has a 
body thickness of I mm and a diameter just under 5 mm. The TO-72 can at the top has 
a 7V2-mm diameter and much the same height. The T0-72 package is available for · 
frequencies up to about 2 GHz, especially for silicon bipolar transistors. The stripline 
packages are used for higher frequencies, up to about 30 GHz, for bipolars or FETs. 
For still-higher frequencies 1Jr large bandwidths, the transistor chips are bonded .di-
rectly to the associated circuitry. ·· 

12-2.3 Microwave Integrated Circuits 
Because of th.e hµlerent difficulties of operation at the highest frequencies, MICs took 
loµger to develop than integrated circuits at lower frequencies. However, by the mid
l~70s, hybrid MICs had become commercially available, at first with sapphire sub
strates and subsequently i,ith (insulator) gallium arsenide substrates. In these circuits,· 
thick or thin metallic film was deposited onto the ·substrate, and the passive compo
nents were etched onto the film, while. the active componenis, such as transistors and 
diodes, were subsequently ,soldered or bonded onto each chip. In the earlf 1980s, 
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Input 

FIGURE 12-6 Hybrid GaAs FET MIC .amplifier. Note: Hermetically sealed cover re
moved. (Courtesy of A vantek, Inc.) 

however, monolithic MICs became commercially available. In these circuits, all the 
compjlnents are fabricated on each chip, using metallic films as appropriate for passive 
components and injection doping of the GaAs substrate to produce the requisite diodes 
and FETs. In view of the size reduction initially available from monolithic M!Cs, it . , 
appeared at first that they would completely take over the field, but significant im
provements were made in hybrid circuits, with a consequent resurgence of their use. It 
would appear that the two types will be used side by side for the foreseeable future. 

A typical hybrid MIC amplifier is illustrated in Figure 12-6. This1s an Avantek 
miniature GaAs FET hybrid MIC, with overall dimensions (including connectors and 
de power feedthrough) of about 40 x 20 x 4 mm-its volume is thus under 0.2 in3

• 

The two-stage amplifier produces an output of 10 mW, with a gain of 9 dB and a noise 
figure of 8 dB, over the very wide frequency range of 6 to 18 GHz. It is seen that the 
two modules on either side of center are identical balanced amplifiers, with the two 
transistors located above each other in the middle of each module as indicated. In a 
working amplifier, a lid is welded on, dry nitrogen is pumped in, and the amplifier is 
hermetically sealed. 

A Texas Instruments monolithic MIC chip is shown in Figure 12-7. This is a 
high-gain four-stage GaAs FET power amplifier developed for satellite communica
tions. Although the chip measures only I X 5.25 X 0.15 mm, it produces an output of 
1.3 Wat 7.5 GHz, with a good frequency response from 6.5 to 8 GHz and an effi
ciency of 30 percent; the gain is 32 dB. The gate widths range from 300 µ,m for the 
input FET to 2400 µ,m for the output FET. Silicon nitride capacitors are used, and a 
fair amount of gold plating is used to reduce resistance. 

· _12-2.4 Performance and Applications of Microwave Transistors and MICs 
· · · ·The power and noise capabilities of microwave transistors and M!Cs have been im

proving spectacularly over more than a decade, with good improvements in bandwidth 
and efficiency over the same period. 
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FIGURE 12-7 GaAs FET monolithic MIC four-stage high-gain power amplifier. (Courtesy 
of Texas Instruments, l11c.) 

Bipolar transistors are available for frequencies up to about 8 GHz, where 
power devices produce up to about 150 mW output, while low-noise transis!ors have 
noise figures of the order of 14 dB. Neither is as good as the corresponding figure for 
GaAs FETs. However, bipolars do very well at lower microwave frequencies: transis
t.ors such as the Avantek ones shown in Figure 12-5 produce noise figures as low as 
2.8 dB at 4 GHz and .1.8 dB at 2 GHz, and power bipolars can produce over I W per 
transistor at 4 GHz. 

GaAs FETs are available, as discrete transis(ors and/or M!Cs, right through the 
Ka band (26.5 to 40 GHz) and are becoming available for higher frequencies. Powers 
of several watts per transistor are available up to 15 GHz, and hundreds of milliwatts to 
30 GHz. Noise figures below I dB are attainable at 4 GHz and are still only about 
2 dB at 20 GHz. The noise figures of amplifiers, be they bipolar or FET, are not as 
good as those of individual transistors. The major reason for this is the low gain per 
stage, typically 5 to 8 dB at X band (8 to I 2.5 GHz). As explained in Section 2-3.2, 
the noise of transistors and components beyond the input stage makes a significant 
contribution to the total noise. 

As has been mentioned, FETs have the advantage over bipolars at the highest 
frequencies because they are able to use GaAs, which has a higher ion mobility th~n 
silicon. They also have higher peak electron velocities, the two advantages providing a 
faster transit time and lower dissipation. FETsare. thus able to work at higher frequen
cies. with higher gain, lower noise and better efficiency. Other semiconductor materi
als currently being investigated as potentially useful at microwave frequencies, be
cause of possible advantages in electron mobility and drift velocity over gallium 
arsenide. include gallium-indium arsenide (GalnAs). 
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With such excellent performance, transistor amplifiers (and oscillators) have 
found_many microwave applications, especially as their prices have fallen. The advan
tages of transistors over other microwave devices include long shelf and working lives, 
small size and electrode voltages, and low power dissipation together with good effi
ciencies, of the order of 40 percent.'The noise figures and bandwidths are also excel
lent. Computer control of design and manufacture has resulted in good reliability and . 
repeatability of characteristics for both field-effect and bipolar transistor.s. 

Low-noise transistor amplifiers are employed in the front ends of all kinds of 
microwave receivers, for both radar and communications. That is, unless the require
ment is for extremely low noise, in which case transistors are used to amplify the 
output of more exotic RF amplifiers (treated later in this chapter). The application for 
microwave power transistors is as power amplifiers or oscillators in a variety of situa
tions. For ex~mple, they.serve as output stages in microwave links, driver amplifiers in 
a wide range of high-power transmitters (including radar ones), and as output stages in 
broadband generators and phased array radars (see Section 16-3). 

VARACTOR AND STEP-RECOVERY DIODES AND MULTIPLIERS 

Step-recovery diodes are junction diodes which can store energy in their capacitance 
and then generate harmonics by releasing a pulse of current. They are very useful as 
microwave· frequency multipliers, sometimes by very high factors. The varactor, or 
variable capacitance diode, is also a junction diode. It has the very useful property that 
its junction capacitance is easily varied electronically. This is done simply by changing 
the reverse bias on the diode. This single property makes this diode one of the most 
useful and' widely employed of all microwave semiconductor devices. 

12-3.1 Varactor _Diodes 
Varactor diodes were first used in the early 1950s as simple voltage-variable capaci
t?nces and later for frequency modulation of oscillators. They thus represent a very 
mature semiconductor microwave art. As materials and construction improved, so did 
the maximum operating frequencies, until the stage has riow -been reached where the 
most common applications are in tuning_, in mictowave frequency multipliers and in 
the very low-noise microwave parametric amplifiers (see Section 12-4). 

Operation When reverse-biased, almost any semiconductor diode has a junction 
capacitance which varies with the applied back bias. If such a diode is manufactured so 
as to have suitable microwave characteristics, it is then usually called a varactor diode; 
Figure 12-8 shows its essential characteristics. Apart from the fact that the capacitance 
variation must be appreciable in a varactor diode, it must be capable of being varied at 
a microwave rate, so that high-frequency losses must be kept low. The basic way in 
which such losses are reduced is the reduction in the size of the active parts of the diode 

. itself. · 
In a diffused-junction diode, the junction is depleted when reverse bias is ap

plied, and the diode then behaves as a capacitance, with the junction itself acting .as a 
·dielectric between the two conducting materials. The width of the depletion lay_er 
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FIGURE 12-8 Varactor diode characteristics. (a) Current vs. voltage; (b) junction (deple
tion layer) capacitance vs. voltage. 

depends on the applied bias, and the capacitance is naturally inversely proportional to 
the width of this layer; it may thus be varied with changes in the bias. This is shown in 
Figure 12-Sb, where Co represents the junction capacitance for zero bias voltage. 
Finally, as with all other diodes, avalanche occurs with very high reverse bias. Since 
this is likely to be destructive, it forms a natural limit for the useful operating range of 
the diode. 

Materials and construction Diffused-junction mesa silicon diodes were used origi
nally at microwave frequencies, but by now they have to a large extent been supplanted 
by gallium arsenide varactors. Figure 12-9 shows a v.aractor diode made of gallium 
arsenide. GaAs has such advantages as a higher maximum operating frequency (up to 
nearly 1000 GHz) and better functioning at the lowest temperatures (of the order of 
-269°C, as in parametric amplifier applications). Both advantages are due mainly to 
the higher mobility of charge carriers exhibited by gallium arsenide. 
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molybdenum 
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Gold-plated 
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FIGURE 12-9 Varactor .diode construction. 

I 
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FIGURE 12-10 Varactor diode.equivalent circuit. 

Characteristics and requirements Above all, the varactor diode (no matter how it is 
made or what it is made from) is a diode, i.e., a rectifier. The diode conducts normally 
in the forward direction, but the reverse current saturates at a relatively low voltage (as 
Figure I2-8a shows) and then remains constant, eventually rising rapidly at the ava
lanche point. For varactor applications, the region of interest lies between the reverse 
saturation point, which ·gives the maximum junction capacitance, and a point just 
above avalanche, at which the minimum diode capacitance is obtained. Conduction 
and avalanche are thus seen to be the two conditions which limit the reverse voltage 
swing and therefore the capacitance variation. 

Within the useful operating region, the varactor diode at high frequencies be
haves as a capacitance in series with a resistance. At higher frequencies still, the stray 

· lead inductance becomes noticeable, and so does the stray fixed capacitance between 
the cathode and·anode connections. The equivalent circuit diagram of Figure 12-10 
then applies. For a typical silicon varactor, C0 = 25 pF, Cm1n = 5 pF, Rb = 1.3 !1, 
C, = 1.4 pF, and L, = 0.013 µH; 

To be suitable for parametric amplifier service, as. will be seen in Section 12-4, 
a varactor diode should have a large capacitance variation, a small value of minimum 
junction capacitance and the lowest possible value of series resistance Rb (to give low 
noise). For harmonic generation, much the same requirements apply (although possi
bly the low value of Rbis a little less important), but now power-handling ability 
assumes_ a greater significance. Base resistance and minimum junction capacitance are 
largely tied to each other, so that these two requirements can be satisfied· only in a 
compromise fashion. The resistive cutoff frequency is often us.ed as a figure of merit; it 
is given by 

I 
fc=---

, 21TRbCmin 
(12-3) 

Values offc well over 1000 GHz are available from gallium arsenide varactors. How
ever, this does not mean that varactors may be operated at such high frequencies: The 
fc is measured at a relatively low frequency (e.g., 50 or 500 MHz): It is a figure of 
merit, a convenient way of relating base resistance and minimum junction capacitance. 
Operation at frequencies much abovefc/10 is inadvisable, because at such frequencies 
there is a gradual ,increase in base resistance, partly through the skin effect. Conse

. quently the diode Q drops, and the result is increased noise in parametric amplifiers or 
increased dissipation (lowered efficiency) in frequency multipliers. 

' ;F'r.equency multiplication.mechanism It was shown in Equation (4-3) that the output 
current resulting from the application of an ac voltage to a nonlinear resistance is not 

. merely proportional to this voltage. In fact, coefficients of nonlinearity exist, and the 
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output current is thus in part dependent on the square, cube and higher powers of the 
input voltage. Equation ( 4-8) showed that, if the square term is taken into considera
tion, the output voltage contains the second harmonic of the input current. Had higher 
nonlinearity terms been included in the expansion, third and higher harmonics of the 
input would have been shown to be present in the output of such a nonlinear resistance. 

Unfortunately, this type of frequency multiplication process is not very effi
cient, because the coefficient of nonlinearity is not usually very large. However, if 
Equation (4-3) is applied to a nonlinear impedance, the result still holds. Moreover, if 
this impedance is a pure reactance, the frequency multiplication process may be JOO 
percent efficient in theory. 

Since the capacitance of a varactor diode varies with the applied reverse bias, 
the.diode acts as a nonlinear capacitance (i.e., a nonlinear capacitive reactance). The 
varactor diode is consequently a very useful device, especially since it will operate at 
frequencies much higher than the highest operating frequencies of transistor oscilla
tors. 

12-3.2 Step-Recovery Diodes 
A step-recovery diode, also known as a ~nap-off varactor, is a silicon or gallium 
arsen.ide p-n junction diode, of a construction similar to that of the varactor diode. It 
is an epitaxial diffused junction diode, designed to store charge when it is conducting 
with a forward bias. When reverse bias is applied, the diode very briefly discharges 
this stored energy, in the form of a sharp pulse very rich in harmonics. The duration of 
this pulse is typically 100 to 1000 ps, depending on the diode design. This snap time 
must in practice be shorter than the reciprocal of the output frequency; for example, for 
an output frequency of 8 GHz, snap time should be less than T = Y, x I 0-9 = 1.25 x 
10- 10 = 125 ps. 

As will be shown in the next section,. a step-recovery diode is biased so that it 
conducts for a portion of the input cycle. The depletion layer of the junction is charged 
during this period. When the input signal changes polarity and the diode is biased off, 
'it then produces this sharp pulse, which is very rich in harmonics. All that is then 
needed in the output is a tuned circuit operating at the wanted harmonic, be it the · 
second or the twentieth. If the circuit is correctly designed, efficiencies well in excess 
of I In are possible, where n is the frequency multiplication factor. This means that 
feeding 12 W at 0.5 GHz to a snap-off varactor may result in decidedly more than 
1.2 W out at 5 GHz. 

It is also possible to use these diodes without a tuned output circuit, to produce 
multiple harmonics in so-called "comb generators." Also possible is the stacking of 
two or more step-recovery (or varactor) diodes in the one package, to provide a higher 
power:handling capacity. 

· 12-3.3 Frequency M~Itipliers 
Practical circuits A typical multiplier chain is shown in Figure 12-11. The first stage 
is a transistor crystal oscillator, operating in the VHF region, and this is the only circuit 
in the chain to which de power is applied. The next stage is a step-recovery multiplier 
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FIGURE 12-11 Step-recovery/varactor diode frequency multiplier with typical powe,·s 
and frequencies shown. 

by 10, bringing the output into the low-GHz range. This multiplier is likely to have 
lumped. input circuitry and stripline or coaxial output. With 10 x multiplication, the 
efficiency will be of the order of 20 percent, as shown in. Figure 12-11. Another 
snap-off 5 x multiplier now brings the output into th~ X band, with comparable effi
ciency. Normal·var~ctors are.used from this point onward. The reason is an increasing 
difficulty, beyond .the X band, in constructing step-recovery diodes with snap-times 
sufficiently short to meet the l /f0 "' criterion. 

The circuit of Figure 12-12 shows a simple frequency tripler, which could be 
· varactor or step-recovery. ,It can also be taken as the equivalent of a higher frequency 
stripline or cavity tripler. Note that the diode bias i~ provided by resistor R8 , in a 
leak-type arrangement. For correct operation of a snap-off varactor multiplier, the 
value of the resistance is normally between 100 and 500 kfi. No circulator is necessary 
to isolate input from output, because the two operate at different frequencies, and the 

· filters provide all the isolation required. Note finally that the tripler is provided with an 
idler circuit, which is a tuned circuit operating at the frequency off0 m - f;0 • Idlers are 
further discussed in conjunction with parametric amplifiers, where the need for them is 
explained in Section 12-4. l. 

Performance, comparison and applications Snap-off varactors multiply by high 
factors with better efficiency than ordinary varactor chains, and so they are used by 
preference where possible. Varactors produce higher output. powers from about 
l O GHz, and step-recovery diodes are not available for frequencies above 20 GHz, 
while varactors can be used well above 100 GHz .. Snap-off devices are suitable for 
comb generators, whereas the others are not It has been found that varactor diodes are 
preferable to step-recovery diodes for broadband frequency multipliers. These are cir-
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· _.FIGURE 12-12 Diode tripler circuit. 
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cuits in which the input frequency may occur aoywhere within a baodwidth of up to 20 
percent, aod aoy such frequency must be multiplied by a given factor. 

Step-recovery diodes are available for power outputs in excess of 50 W at 
300 MHz, through IO W at 2 GHz to 1 W at IO GHz. Multiplication ratios up to 12 
are commonly available, aod figures as high·as 32 have been reported. Efficiency cao 
be in. excess of 80 percent for triplers at frequencies up to 1 GHz. ·with ao output 
frequency of 12 GHz, 5 x multiplier efficiency drops to 15 percent. 

For varactor diodes, the maximum power output raoges from more thao 10 W 
at 2 GHz to about 25 mW at 100 GHz; most varactors at frequencies above IO GHz 
are gallium arsenide. Tripler efficiencies raoge from 70 percent at 2 GHz to just under 
40 percent at 36 GHz, aod a GaAs varactor doubler efficiency of 54 percent at 60 GHz 
has also been reported. 

For maoy years, frequeucy multiplier chains provided the highest microwave 
powers avail~ble from semiconductors, but other developments have overtaken them. 
At the low_er end of the microwave spectrum, GaAs FETs are capable of higher pow
ers, as are Gunn aod IMPATT diodes (see following sections) from about 20 to at least 
100 GHz. Unless the highest frequency stabilities are required (note that it is the output 
of a crystal oscillator that is multiplied), it is more likely that a traosistor Gunn or 
lMPATT oscillator will be used up to about 100 GHz. One of the current applications 
of multiplier chains is to provide a low-power signal used to phase-lock a Gunn or 
IMPATT oscillator. 

Varactors are used widely for tuning (see Figure 12-32, for example), for fre
quency-modulating microwave oscillators, aod as the active -devices in parametric 
amplifiers, as will be shown in the next section. They are produced by a mature, 
well-established maoufacturing technique;with consequent good reliability and com-
paratively low prices. · 

PARAMETRIC AMPLIFIERS 

Although the use of parametric amplifiers for high-frequency, low-noise amplification 
is relatively recent, the principles themselves are not at all new. They were first pro
pounded by Lord Rayleigh in the 1880s for mechaoical systems, and by R. Hartley in 
the 1930s for electrical applications. The need for extremely low-noise amplification, 
as in radiotelescopes, space probe tracking aod communications, and tropospheric 
scatter receivers, spurred the design of useful parametric microwave amplifiers in the 
late 1950s. The low-noise properties of such amplifiers and the advent of suitable 
varactor diodes were the greatest stimuli. 

12-4.1 Basic Principles 
The parametric amplifier uses a device whose reactaoce is varied in such a manner that 

/ amplification results. It is low-noise because. no resistance need be involved in the 
amplifying process: A varactor diode is now always used as the active element. Ampli
fication is obtained when the reactance (capacitive here) is varied electronically in 

. ·1.,,' 

' 
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some predetermined fashion at some frequency higher than the frequency of the signal 
being amplified. The name of the amplifier stems from the fact that capacitance is a 
parameter of a tuned circuit. 

Fundamentals To understand the operation of one of the forms of the parametric -
amplifier, consider an LC circuit oscillating at its natural frequency .-If the capacitor 
plates are physically pulled apart at the instant of time when the voltage between them 
is at its positive maximum, then work is done on the capacitor since a force must be 
applied to separate the plates. This work, or energy addition, appears as an increase in 
the voltage across the capacitor. Since V = q!C and the charge q remains constant, 
voltage is inversely proportional to capacitance. Since the capacitance has been re
duced by the pulling apart of the plates, voltage across them has increased proportion
ately. The plates are now returned to their initial separation just as the voltage between 
them p~sses through zero, which involves no work. As the voltage passes through the 
negative maximum, the plates are pushed apart, and voltage increases once again. The 
process is repeated regularly, so that energy is taken from the "pump" source and 
added to the signal, at the signal frequency; amplification will take place if an input 
circuit and a load are connected. In practice, the capacitance is varied electronically (as 
could be the inductance). Thus the reactance variation can be made at a much faster 
rate than by mechanical means, and it is also sinusoidal rather than a square wave. 

Comparing the principles of the parametric amplifier with those of more con
ventional amplifiers we see that the basic difference .Jies in use of a variable reactance 
(and an ac power-supply) by the former, and a variable resistance (and a de power 
supply) by the latter. As an example, in an ordinary transistor amplifier, changes in 
base current cause changes in collector current when the collector supply voltage is 
constant; it may be said that the collector resistance is_ being changed. 

The basic parametric amplifier just described requires the capacitance variation 
to occur at a pump frequency that is exactly twice the resonant frequency of the tuned 
circuit, and hence twice the signal frequency. It is thus phase-sensitive; _this is a prop
erty that sometimes limits its usefulness. This mode of operation is called the degener
ate mode, and it may also be shown that the amplifier is a negative-resistance one (see 
also Section 12-5.3). 

Amplification mechanism . The introduction laid down the basis of parametric ampli
fication, and Figure 12-13 illustrates the process graphically. It will be seen that (as 
outlined) the voltage across the capacitor is increased by pumping at each signal volt
age peak. Furthermore, the energy thus given to the circuit is not removed when the 
plates are restored to their initial position (i.e., when the capacitance of the diode is 
restored to its original value) because this is-done when the voltage across the capaci
tance is instantaneously zero. 

The process of signal buildup is shown in Figure 12, 13c. Note that it requires 
more energy in each successive step to increase the ·voltage across the capacitance, 
because the peak charge is greater each time. The capacitor voltage would tend to 
increase indefinitely, except that the driving power is finite. Thus in practice the 
buildup progresses until the energy added at each peak equals the maximum energy 
available from the pump source. 
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FIGURE 12-13 Parametric amplification with square-wave pumping iii degenerate mode. 
(a) Signal input voltage; (h) pumping voltage; (c) output voltage ,buildup. 

If the pump frequency is other th.an twice the signal frequency, beating between 
the two will occur, and a difference signal, called the idler frequency, will appear. The 
amplitude of this idler signal is equal to the amplitude of the output signal, and its 
presence is an automatic consequence of using a pump frequency s11ch that.f,, ,', 2fs. 
This means that if the idler signal is suppressed, the amplifier will have no gain. 

Figure 12-14 shows two simple parametric amplifier circuits. In the basic dia
gram (Figure 12-14a) degenerate operation takes place, whereas for Figure 12-14b 
f,, ,', 2J,, and the pumping is called nondegenerate. An idler circuit is necessary for 
amplification to take place, and one is provided. The pump frequency tuned circuit has 

(a) (b) 

F1GURE 12-14 Basic parametric amplifiers. (a) Degenerate; (h) nondegenerative, show
ing idler circui~. 

' 
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been left out in each case f~r the sake of simplicity. Note that nothing prevents us from· 
taking the output at the idler frequency, and in fact there are a number of advantages in 

• • - • I 
-- domg this. · · . -·· 

The nondegenerate parametric amplifier, like the· degenerate one, produces, 
gain, _with the pump source being a net supplier of energy to the tank circuit. This can 
only be proved mathematically, with the aid. ·of the Manley'Rowe relations. These· 
show that substantial gain is available from this parametric amplifier, in which the 
pump frequency has no special relationship to the signal frequency (except to be 
higher, as a general rule). This still holds if sine-wave pumping is used, and it also 
applies if the output is at the i4ler frequency. · 

In the nondegenerate parametric amplifier, the energy taken from the pumping 
source is transformed into added signal-frequency and idler-frequency yriergy and di-. 
vides equally 'between the two tuned circuits. An amplified outpuj may thus be' ob
tained at either frequency, raising the possibility of frequency conversion with gain. In 
fact, -two different types of coilverters are possible. If the pump freque'ncy is much 
higher than the signal frequency, then the idler frequency .fi, which is given by k=. 
f,, - f,; will be much higher than f,, and the circuit is called an up'converter. If the 
pump frequency is only slightly higher, J, will be less thanf,, and a down-converter, 
which is rather similar to the mixer in an ordinary radio receiver, will result. These -
aspects of parametric amplification will be discussed in detail in the next section. 

Note finally that there is no compulsion whatevi,r for the pump frequency to be 
a multiple of the signal fre_ljuency in the nondegenerate amplifier, in fact, it seldom is 
a multiple in practice. 

12-4.2 Amplifier Circuits . _ 
The basic types of parametric amplifiers ·liave already been discussed-in detail,_-but 
several others also exist. They differ from one another in the variable reactance used, 
the bandwidth required and the output frequency (signal or idler). Various other char
acteristics of parametric amplifiers must. also now be discussed, such as praciical 
circuits, their performance -and advantages, and lastly the important noise perfor
mance. 

Amplifier types When classifying parametric amplifiers, the first'thing to decide is·· 
the device whose parameter will be varied. This is now always a varactor, whose 
capacitance is varied,,but·~ variable inductance can also be used. Indeed; the first 
parametric amplifiers were-of this type, using an RF magnetic field to· pump a small 
ferrite disk. Such amplifiers are no longer used, mainly because their noise figures do 
not compare with those available from varactor amplifiers: - . . . 
··.,, Parametric ampi{fiers.(o_rparamps) mayJ,e divided into two main groups_; nega; 

·tive-resislance and positive-resistance. The upper-sideband up-converter is the.only. 
useful 'member of the second group. Its o_utput is taken ai the idler frequen~y J, = Jp + 
f,, · and the pump frequency is less (/Jan signal frequency. The resulting amplifier has 
low gah1 ;but a high pumpihg 'rr~queqcy._is. oot required. 'This amplifier is most useful at· -
the hfghest-frequencies, for wpieh it was developed. · 
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FIGURE 12~15 Parametric amplifier or converter. 

Negative-resistance paramps are either straight-out amplifiers (!
0 

= !,) or 
lower-sideband converters. If the output is taken at the idler frequency, we have the 
two-port lower-sideband up-converter. Such a circuit is shown in Figure 12-15. The 
lower-sideband down-converter is in the same category. The output is still taken at the · 
idler frequency, but this is now lower than the signal frequency. Both these amplifiers 
are nondegenerate. 

The (straight-out) amplifier may be degenerate or not, depending on whether 
pump frequency is twice .signal frequency. The two types share the disadvantage of 
being one-port (two-terminal) amplifiers. The nondegenerate amplifier is the one in 
which the pump frequency is (much) higher than ti)e signal frequency but is quite 
unrelated to· it. The circuit of Figure 12-15 also applies here. 

- · · Any'paramp can belong to one of two broad classes. First there are narrowband 
ampli~ers using a varactor diode that is part of a tuned circuit. P'aramps can be 
wideband, in which case a number of diodes are used as part of a traveling-wave 
stnicture. 

Narrowband amplifiers The negative-resistance parametric amplifier is the type 
almost always used in practice. The most commonly used types are the nondegenerate 
one-port amplifier and the two-port lower-sideband up-converter, in that order. The 
circuit of Figure 12-15 could be either type, depending on where the output is taken. 
The one-port amplifier may suffer from a lack of stability and low gain due mainly to 
the fact that the output is taken at the input frequency. On the other hand, the pump 
power is low and so is noise, and the amplifier can be made small, rugged and inexpen-
sive. , 

Undoubtedly the fundamental drawback of this amplifier, as it stands, is that 
the input and output terminals are in parallel, as shown in Figure 12-15. This applies to 
all two-terminal amplifiers. If such an amplifier is followed by a relatively noisy stage 
such as a mixer, then the noise from the mixer, present at the output of the parametric 
amplifier, will find its way to the amplifier's input. !(will therefore be reamplified, and 
the noise performance will suffer. 

In order to overcome this difficulty, a circulator is used (see Section 10-5.2). 
The four-terminal version of the Y stripline circulator of Figure 11-39 is particularly 
suitable. The arrangement is then identical to that of Figure 12-23, with the paramp 
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replacing the tunnel diode amplifier shown there. The output of the antenna feeds the 
parametric amplifier, whose output can go only to the mixer. Any noise present at the 
input of the mixer can be coupled neither to the parainp nor to the antenna; it goes only 
to the matched termination. The circulator itself can generate some noise, but this may 

··be reduced with proper techniques (such as cooling). 
If the output is taken at the idler frequency (in Figure 12-15), a two-port lower

sideband up-converter results, for which a circulator is not required. It has been shown 
that this type of amplifier is capable of a very low noise figure if f,lfs is in excess of 
about 10. In fact, as this ratio increases, noise figure is lowered, but there are two 
limitations'. The first is the complexity and/or lack of suitably powerful pump sources 
at millimeter wavelengths, which means that this amplifier is unlikely to be used above 
X band. The second limitation is the very narrow bandwidth availaMe for minimum 
noise conditions. The result of all these considerations is that the nondegenerate one
port amplifier (with circulator) is most likely to be used for low-noise narrowband 
applications. 

Traveling-wave diode amplifiers All the parametric amplifiers so far described use 
cavity or coaxial resonators as tuned circuits. Since such resonators have high Q's and 
therefore narrow bandwidths, parametric amplifiers using them are anything but broad
band; the available literature does not describe any such amplifier exceeding a band
width of-10 percent. However, it is possible to use traveling-wave structures for para
metric amplifiers to provide bandwidths as large as 50 percent of the center frequency, 
with other properties comparable to those of narrowband amplifiers. 

As shown in Figure 12-16, a typical traveling-wave amplifier employs a multi
stage low-pass filter, consisting of either a transmission line or lumped 'inductances, 
with suitably pumped shunt varactor diodes providing the shunt capacitances. The 
signal and pump frequencies are applied at the input end of the circuit, and the required 
output is taken from the other end. If the filter is correctly terminated at the desired 
output frequency, this. will not be reflected back to the input, and thus unilateral 
operation is obtained, even for a negative-resistance amplifier without a circulator. The 
only real disadvantage is a lower gain than with narrowband amplifiers. 

In order to obtain useful amplification, the pump, signal and idler frequencies · 
must all fall within the bandpass of the filter, whereas the sum of the signal and the 
pump frequencies must fall outside the bandpass. This suggests that the pump fre
quency must not be very much higher than the signal frequency, or filtering will be 
difficult. As the wave progresses along the filter (lumped or transmission-line), the 
signal and idler voltages grow at the expense of the pumping signal. Although this 
power conversion becomes more complete as the length of the line is increased, the 
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FIGURE 12-f6 Basic traveling-wave parametfic amplifier. 
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growth rate reduces. Maximum gain .is achieved for a certain optimum length of line 
(or number of Jumped sections), particularly as ohmic losses increase with the length. 

Noise-cooling The noise figures of practical parametric amplifiers are extremely 
low, a very close second only to those of cooled multHevel masers (Section 12-9.2). 
The reason for such low noise is that the variable transconductance used in the amplify
ing process is reactive, rather than resistive as in the more orthodox amplifiers. Once 
noise contributions due to associated circuitry (such as the circulator) have been mini
mized, the only noise source in the parametric amplifier is the base resistance, some
.times called the spreading resistance, of Figure 12-10. This being the case, it seems 
that cooling the paramp and associated circuitry should have the effect of lowering its 
noi~e considerably. 

Those paramps that are not operated at room temperature (290 K, or 17°C, is 
.considered standard) may be cooled to about .230 K by using Peltier thermoelectric 
cooling. The next step is to use cryogenic cooling with liquid nitrogen (to 77 K) or 
with liquid helium (4.2 K). Cryogenic apparatus is outside the scope of this book, 
although one system is shown in outline in Figure 12-28. 

It m~st be emphasized that cooling is used with some parametric amplifiers in 
an attempt to improve their performance; it is neither compulsory nor always em
ployed. As a matter of fact, although the noise temperature improvement which results 
from cooling is significant, it is not as great ·as might be expected. It would appear that 
the spreading resistance is increased as temperature is lowered, perhaps because of a 
decrease in the mobility of the varactor's charge carriers. The point is uncertain, 
however, because measurements at extremely low te~peratures are· father difficult to 
make. ' 

Cryogenic cooling tends to be bulky and expensive, and consequently the cur
rent trend is away from cryogenically c.ooled amplifiers, except for the most exacting 
applications, as in radiotelescopes, some satellite earth stations,. a_nd space communica
tion terminals. Thus applications requiring very good but not critical noise figures, 
including portable earth stations, are lik;ly to.use Peltier cboled or uncooled paramps. 
The other current design feature is the use of solid-state (especially Gunn) oscillators 

. for pu~.PS, altho~h a_lotof existinuammetric~amplifiers.still use.klystrons_or.even 
varactor chains. 

The Ferranti parametric amplifier of Figure 12-17 is uncooled. In the figure, 
terminal 1 is the RF input, 2 is th¢ pump input, 3 the RF output and 4 the connection 
point for temperature stabilizing equipment. The circulator is behind the paramp box, 

· which measures approximately 70 X 45 x 25 mm. The Gunn diode pump source is 
located next to the circulator, together with its cavity and thermal stabilizer. Th~ pan~! 
has its own de supply and simply plugs into the mains. Two diodes are connected 
back-to-back in a coaxial circuit, using a system pioneered by the finn. The varactors 
in the paramp are high-quality, high-frequency GaAs ones. 

Performance comparisons There are so many different types of parametric amplifi
ers and temperatures at which they _may __ b_e_use.d_that tabuhrr.comparison is-considered 

- the most convenient. Accordingly, Table 12-1 compares a number of typica) paramps; 
note the degradation in noise figut~ with increased temperature and/or opera,ting fre-

' ' 
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FIGURE 12-17 Uncooled 5-GHz parametric amplifier with ancillary equipment. (Courlesy 

of Fe,rranti Ltd., Solid. State Microwave Group.) 

quency. Note also the lower bandwidth of converters as compared with nondegenerate 
one-port amplifiers, while" the traveling-wave amplifier has by far' the greatest percent-
age bandwidth. · I 

The comparison in Table 12-2 is between paramps and other low-noise amplifi
ers. Note that the best, rather than typical, performances are included in Table 12-2. 

TABLE 12-1 Performance Comparison of Various Parametric Amplifier Tynes 

WORKING POWER BAND .NOISE 
AMPLIFIER TEMPERA- /in, f,, /out, GAIN, WIDTH, FIGURE, TEMPERA-
TYPE TURE,K GHz GHz GHz dB MHz dB TURE,K 
Degener~te* 4.2 6_.00 12.0 6.00 14 10 0.3 21 
Degenerate* 290 5.85 11.7 I 5.85 18 8 3.0 300 
Nondegenerate* 4.2 4.2 23.0 4.2 22 40 0.2 14 
Nondegenerate* 77 4.1 23.0 4.1 20 60 0.6 45 
Nondegenerate* 290 3.95 61.0 3.95 60 500 1.0 80 
(Not known)* 235 3.95 ? 3.95 60 500 0.75 55 
Nondegenerate* 290 60.0 105.0 60.0 14 670 6.0 865 
LSB up-converter ·290 0.9 26.5 25.6 16 2.5 1.0 80 
. USB up-converter 77 1.0 20.0 21.0, 10 0.1 0.4 29 
Travelin.e:-wave' 290 3.4 8.5 3.4 10 720 3.5 370 

·. 2.,\":.f /\n' these amplifiers are one .. port 'and hence requi[e circulators. 
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TABLE 12-2 Comoarison- of Various Low-Noise A 'Ii • mph 1ers . 
' POWER BAND NOISE 

fout, GAIN, WIDTH, TEMPERATURE, 
TYPE GHz dB MHz K COOLING 
Parametric amplifier 4.00 19 40 8 Very helpful 
Traveling-wave paramp 4.10 12 500 16 
Three-leyel ruby maser 8.00 10 5 6 Compulsory (with 
Traveling-wave maser 5.80 20 25 II liquid helium) 
Tunnel-diode amplifier 4.00 30 75 400 Helps (but de-
Tunnel-diode amplifier 3.00 10 2,000 500 stroys simplicity) 
GaAs FET amplifier 3.00 32 2,000 200 As above 
Low-noise TWT 3.00 25 2,000 600 Not practicable 

* The figures shown are for the best aVaifable commercial amplifiers, of which the paramps and masers are cooled down 
to 4.2 K. Typical noise temperature~ for mixers, which may be used instead, are approximately 700 K. 

Parametric amplifiers find use in microwave receivers which require extremely 
'Jow.ooise.temperatures. At the lowest point, in radiotelescopes and satellite and space 
probe tracking stations, they compete with masers. They are used in earth stations, 
so~etimes in communications satellites and, increasingly, in radar receivers .. 

TUNNEL DIODES AND NEGATIVE-RESISTANCE AMPLIFIERS 

The tunnel, or Esaki, diode is a thin-junction diode which, under low forward-bias 
conditions, exhibits negative resistance. This makes the tunnel diode, invented in the 
late 1950s, useful for oscillation or amplification. Because of the thin junction and 
short transit time, it lends itself well to microwave applications. 

12-5.1 Principles of Tunnel Diodes 
The equivalent circuit of the tunnel diode, when biased in the negative-resistance 
region, is shown in Figure 12-18. At all except the highest frequencies, the series 
resistance and inductance can be ignored. The resulting diode equivalent circuit is thus 

. reduced to the parallel combination of the junction capacitance Ci and the negative 
resistance· -R. Typical values of the circuit components of Figure 12-18 are r, = 6 0, 
L, = 0.1 nH, Ci= 0.6 pF and R = -75 0. 

The tunnel diode was the first, and for several years the only, solid-state device 
which merely required the application of a small de voltage for negative resistance to 

, .• 
c, -R 

L, 

FIGURE 12-18 Tunnel-diode equivalent circuit. 
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manifest itself. However, after the initial exclamations of joy at the remarkable inven
tion died down, tunnel diode oscillators were found to be unstable in their frequency of 
operation and were all but discarded. The reasons for the instability have subsequently 
been found and cured, and so tunnel diodes are again in use, but now mainly for. 
amplifiers. 

The junction capacitance of the tunnel diode is highly dependent on the bias 
voltage and temperature. Connecting a tuned circuit directly across it will undoubtedly 
yield an unstable oscillator, particularly since the effective Q of the circuit is relatively 
low. However, if a higb-Q cavity is loosely coupled to the diode, a highly stable 
oscillator is obtained, with a relative independence of temperature, bias voltage or 
diode parameter variation. 

Description of behavior The tunnel .diode is a semiconductor p-n junction diode. It 
differs from the usual rectifier-type diodes in that the semiconductor materials are very 
heavily doped, perhaps as much as 1000 times more than in ordinary diodes. This 
heavy doping results in a junction which has a depletion layer that (with a typical 
thickness of 0.01 JLm) is so thin as to prevent tunneling to occur. In addition, the 
thinness of the junction allows microwave operation of the diode because it consider
ably shortens the time taken by the carriers to cross the junction. A current-voltage 
characteristic for a typical germanium tunnel diode is shown in Figure 12-19. It is seen 
that at first forward current rises sharply as voltage is applied, where it would have 
risen slowly for an·ordinary diode (whose characteristic is shown for comparison). 
Also, reverse current is much larger for comparable back bias than in other diodes, 
owing to the thinness of the junction. 

The interesting portion of the characteristic begins at the point A on the curve of 
Figure 12-19; this is the voltage peak. As the forward bias is increased past this point, 
the forward current drops and continues to drop until point B is reached; this is the 
valley voltage. At B the current starts to increase once again and does so very rapidly as 
bias is increased further. From this point the characteristic resembles that of an ordi-
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FIGURE 12-19 Tunnel-diode voltage-current characteristic. 
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. - ', ~ 
nary d10de. Apart from the voltage peak and valley, the other two parameters normally 
used to specify the diode behavior are the peak current and the peak-to-valley current 
ratio, which here are 2 mA and 10, respectively, as shown. 

The diode voltage-current characteristic illustrates two important properties of 
the tunnel diode. First it shows that the diode exhibits dynamic negative resistance 
between A and B and is therefore useful for oscillator (and amplifier) applications. 
Second. since this negative resistance occurs when both. the applied voltage and the 
resulting current are low, the tunnel diode is a relatively low-power device. A quick 
calculation shows that in order to stay within the negative-resistance region, the 
voltage variation must be restricted to 300 - 50 = 250 m V (peak-to-peak) = 
88.4 mV rms, whereas the current range is similarly 1.8 mA (peak-to-peak)= 
0.63 mA. The lqadpower is very roughly 88.4 x 0.635 = 56 µ,W. Other factors have 
been neglected, but the figure is of the right order. 

Diode theory Unless energy is imparted to electrons from some external source, the 
energy possessed by the electrons on the n side of the junction is insufficient to permit 
them to climb over the junction barrier to reach the p side. Quantum mechanics shows 
that there is a small but finite probability that an electron which has insufficient energy 
to climb the barrier can, nevertheless, find itself on- the other side of it if this barrier is 
'thin enough, without any loss of energy on the part of the electron. This is the tunnel
ing phenomenon which is responsible for the behavior of the diode over the region of 

·interest. 
Figure 12-20 shows energy-level diagrams for the tunnel diode for three inter

esting bias .levels. The cross-hatched regions represent energy states in the conduction 
band occupied by electrons, whereas the shaded areas show the energy states occupied 
by electrons in. the valence bands. The levels to which energy sta.tes are occupied by 
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FIGURE 12-20 Energy-level diagrams for tunnel-diode junction at (a) zero bias voltage; 
(b) peak voltage; ,(c) valley !oltage. (Courtesy of RCA.) 
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electrons on either side of the junction are shown by dotted lines. When the bias 
voltage is zero, these lines are at the same height. Electrons can now tm\nel from one 
side of the junction to the other because of its-thinness, but the tunneling currents in the 
two directions are the same. No effective overall current flows. This is shown in Figure 
12-20a. 

When a small forward bias is applied to the junction, the energy level of the p 
side is lowered (as compared with then side). As shown in Figure 12-20b, electrons 
are able to tunnel through from the n side. This is' possible because the electrons in the 
conduction band there find themselves opposite vacant states on the p side. Tunneling 
in the other direction is not possible, because the valence-band electrons on the p side 
are now opposite the forbidden energy gap on the n side. This gap, shown here at its 
maximum, represents the peak of the diode characterisiic. 

When the forward bias is raised beyond· this point, tunneling wm decrease, as 
may be seen with the aid of Figure 12-20c. The energy level on the p side is now 
depressed further, with the result that fewer n-side free electrons are opposite unoccu
pied p-side energy levels. As the bias is raised, forward current drops; this corresponds 
to the negative-resistance region of the diode characteristic: As Figure 12-20c shows, a 

. forward. bias is reached at which there are no conduction-band electrons opposite 
valenceCband Vacani States, and. tunneling Slops altogether. The point at Which this 
happens is the valley of Figure 12-19, to which the energy-level diagram of Figure 
12-20c·cortesponds. When forward voltage is increased even further, "normal" for
ward current flows and increases, as with ordinary rectifier diodes. 

It is thus seen that the curious phenomenon in tunnel diodes is not only the 
negativ<>'resistance region but also the forward current peak that precedes it. As a result 
of tunneling across the narrow junction, forward current flows initially in much greater 
quantities than in a rectifier diode. As the forward bias is raised, tunneling becomes 
more difficult, the tunneling current is reduced and the negative-resistance region 
results. As the increase in forward voltage continues, tunneling stops completely, and 
the normal operation takes over. The valley is the point at which this "return to 
normalcy" begins. 

( 

Materials and construction · Although tunnel diodes could be made from any semi
conductor material, initially germanium and then gallium antimonide and gallium arse
nide have. been preferred in practice. All have small forbidden energy gaps and high 
ion m9bilities, which are characteristics leading to good high-frequency or high-speed 
operation. These materials are preferable to silicon and other semiconductors in this 
regard. . 

As the cross section of Figure 12-21 shows, the c~nstruction of a tunnel diode is 
remarkably simple. This is yet another advantage of the device,. particularly since the 
fabrication is also simple. A very small tin dot, about 50 JLm in diameter, is soldered or 
alloyed to a heavily doped pellet (about 0.5 mm square) of n-type Ge, GaSb or GaAs. 
The pellet is then soldered to a Kovar pedestal, used for heat dissipation, which forms 
the anode contact. The cathode contact is also Kovar, being connected to the tin dot via 
a mesh screen used to reduce inductance._ The diode has.a ceramic body and a hermeti
cally sealing lid on top. Note the tiny dimensions of the pill package. 
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FIGURE 12-21 Construction of typical tunnel diode. 

12-5.2 Negative-Resistance Amplifiers 
The classical application of the tunnel diode was in microwave oscillators, especially 
after it was realized that the secret of stable osc.illations lay in loosely coupling the 
diode to its tuned circuit. Other semiconductor devices have subsequently appeared, 
producing far more microwave power than the tunnel diode ever could. The tunnel 
diode has been superseded in some of its traditional oscillator applications. It is impor
tant to realize that the tunnel diode is a fully fledged active device, like the transistor, 

· so that amplification may be performed with it. It will now be used as a vehicle to 
introduce negative-resistance amplifiers in· general. These. aie common at micro
waves, and indeed negative-resistance parametric amplifiers have already been met. 

Theory of negative-resistance amplifiers It can be shown that a circuit incorporating 
a negative resistance_is capable of significant power gain. This is obvious, since nega
tive-resistance oscillators are able to oscillate., it is clear that the negative resistance 
must be making up all the circuit losses. It feeds power into the circuit, which dissi
pates some and puts out the rest. This is similar to the feedback oscillator situation, in 
which f3A must at least equal unity, and therefore gain certainly exists. The proof for 
the tunnel diode now follows, but it is really independent of the particular device used 
to provide the negative resistance. 

Consider the basic negative-resistance amplifier of Figure 12,22. It consists of 
an input current source is, together with the source conductance gs, connected to a 
negative conductance -g. Across this_ the load. conductance gL is also connected. The 
current source and parallel circuit are used for ease of proof. If the frequency is not so 
high that r, and L; of the tunnel-diode equivalent circuit must be taken into account, 

I 
FIGURE 12-22 Basic negative-resistance amplifier. 
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and if the junction capacitance C; is tuned out, the - g is a suitable representation of the 
_ tunnel diode. In the. absence of the diode, the maximum power available from the 
generator will be when gL = g,, i.e., 

{f 
Pmax=-

4 g, 

-With the _diode present, the load voltage is 

- -~i,_._ 
VL = 

g, - g + gL 

The power delivered to the load is 

' ·2 
2 gLls 

PL =. VLgL = --=~-
(g, - g + gL)2 

(12-4) 

(12-5) 

(12-6) 

If the presence of the diode has permitted power gain, the ratio of Equation 
(12-S)-to- Equation (12-4) is greater than unity. Then 

Ap = .!!:._ = i'fgLl(g, - g + gL)
2 

Pmax i';f4gs 

4g,gL 
(12-7) 

(g, - g + gL)2 

--- For maximum power transfer, the load and generator conductances are made 
equal as before. With this new condition we have 

4gz 
Ap= -

(2gL - g)2 

4gz =-~-=--~ 
4gz - 4gLg + g2 

4gz =---~---
4gz + g(g - 4gLJ 

(12-8) 

Equation (12-8) can obviously be greater than I, provided that the second term 
in its denominator is negative, i.e., provided that 4gL is greater than g. If this applies, 
Ap exceeds unity, real power gain is available, and the circuit may be used as an 
amplifier. Care must be taken to ensure that the denominator of Equation (12-8) is not 
reduced to zero, which would happen for a value of g such that the last term of 
Equation (12-8) is equal to -,- [. Simple algebra shows that this would occur when 

(if gL = g, as before) (12-9) 

It is seen that an.amplifier containing a negative resistance is capable not only 
of power gain but also of infinite gain (and therefore oscillation). This occurs when 
Equation (12-9) holds, and it gives the lower limit for the value of g, and hence the 
upper limit for the value of the negative resistance. (Note that the lower limit of the 
negati)e r_esistance is governed by the requirement that 4gL must be greater than g .) We 



446 ELECTRONIC COMMUNICATION SYSTEMS" 

have thus proved that the negative-resistance amplifier is capable of power gain if the 
negative resistance has a value between the limits just described. If it strays outside 
these limits, either Equation (12-8) exceeds unity, and therefore power gain is less than 
I, or else it becomes negative, and oscillations iake place. 

Tunnel-diode amplifier theory For frequencies below self-resomnce, Equation (12-
7) musi be enlarged to i_nclude the junction capacitance of the diode. This capacitance 
is tuned out in an amplifier, but including it yields a useful result. Therefore 

A _ 4g,gL 
P - (g, + 8L - g + jwC;)2 (12-10) 

This, in turn, gives a resistive cutoff frequency, or figure of merit, for such a 
diode, ~hich corresponds to the frequencyat which the magnitude of wC; equals the 
magnitude of -g. Past this frequency, the negative resistance of the tunnel diode 
disappears. This frequency is given by 

I 
w =--

r RC-
. 1 

I 
f, = 21rRC-

1 

(12-11) 

The series diode loss resistance r, of Figure 12-18 has been neglected in this 
derivation, because it is much smaller than the negative resistance (generally being no 
more than one-tenth of the negative resistance) and thus its effect is very small."-An 
alternative interpretation of Equation (12--11) is that it represents the gain-bandwidth 
product of a tunnel-diode amplifier. 

! 

12-5.3 Tunnel-Diode Applications 
In all its applications, the tunnel diode should be loosely coupled to its tuned circuit. 
With lumped components, thi_s is done by means of a capacitive divider, with the diode 
connected to a tapping point, while the divider is across the tuned circuit itself. _In a 

- cavity, the diode is placed at a point of significant, but not maximum, coupling. The 
other point of significance is the application of de bias. This must be connected to the 
diode without interfering with the tuned circuit. The simplest way of doing this is with 
a filter, as shown in Figure 12-23. Basically, this filter prevents the diode from being 
short-circuited by the supply source, while ensuring that no positive resistance is added 
to interfere with the negative resistance of the diode. Also, the addition of capacitance 
across the diode is avoided. drre must be taken to ensure that the bias inductance does 

· not introduce spurious frequencies in the bandpass. 

\ 



L, 

R, 

SEMICONDUCTOR MICROWAVE DEVICES AND CIRCUITS 447 
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FIGURE 12-23 Tunnel-diode· amplifier with circulator. (Based. on a figure from ''Tunnel 
Diodes," by (!OUrlesy of RCA.) 

Amplifiers As shown in Figure 12-23, the tunnel-diode amplifier (TDA), like the 
parametric amplifier, requires a circulator to separate the input from the output. Their 
layouts are very similar, with ihe very significant f!ifference that no pump source is 
required fc;,r the TDA... · 

Tables, 12-1 and 12-2 show a number of low-noise microwave amplifier perfor
mance figures, including those of tunnel-diode amplifiers. It is seen that the tunnel 
diode is a low-noise device. The twin reasons for this are the low value of the parasitic 
resistance r, (producing low thermal noise) and the low operating current (producing 
low shot noise). In such low,noise company, TDAs are as broadband as any, are very 
small and simple and have output levels on a par with paramps and masers. The 
available gains. are high, and .operating frequencies in excess of 50 GHz have been 
reported, . , 

Amplifier applications Tunnel-diode amplifiers may be used through.out tlie micro
wave range as moderate-to-low-noise preamplifiers in all kinds of receivers: GaAs 
PET amplifiers are more likely to be used in current equipment up to 18 GHz. Large 
bandwidths and high gains are avcilable from multistage amplifiers, the circuits and 
power requirements are very simple (typically a few milliamperes at 10 V-dc), and 
noise figures below 5 dB are possible well above X band. It is worth noting that TDAs 
are immune to the ambient radiation encountered in interplanetary space, and so are 
practicable for space work. 

Other applications Tunnel diodes are diodes that may be used as mixers. Being also 
capable of active oscillation, they may be used as self-excited mixers, in a manner 
similar· to. the transistor mixer of Section 6-2.2. Being high-speed devices, tunnel 
diodes also lend themselves to high-speed switching and logic operations, as flip-flops 
and gates. They are used as low-power oscillators up to about·IOO GHz, because of 
their simplicity, frequency stability and immunity to ·radiation. 
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GUNN EFFECT AND DIODES 

It was being prophetically said in the early 1960s that as long as the important proper
ties of semiconductors depended on junctions-and these had to be made thinner and 
thinner as frequency was raised-then high powers from such semiconductor devices 
were simply not possible at microwave frequencies, certainly not above X band. Fortu
nately, since then other devices have been invented or adapted which do not depend on 
junction behavior and which are capable of producing adequate microwave powers. 
One of these classes of devices depends on controlled avalanche and takes into account 
the transit time in its operation. This Avalanche and Transit Time family is covered in 
Section 12-7. The other class of devices exhibits microwave power properties that 
depend on the behavior of bulk semiconductors, rather than junctions. The Gunn effect 
is the main representative of this class of devices and is now discussed. 

12-6.1 Gunn Effect 
In 1963, Gunn discovered the transferred electron effect which now bears his name. 
This effect is instrumental in the generation of microwave oscillations in bulk semicon
ductor materials. The effect was found by Gunn to be exhibited by gallium arsenide 
and indium phosphide, but cadmium telluride and indium arsenide have also subse
quently been found to possess it. Gunn's discovery was a breakthrough of great impor
tance. It marked the first instance of'useful semiconductor device operation depending 
on the bulk properties of a material. 

,, 
Introduction If a relatively small de voltage is placed across a thin slice of gallium 
arsenide, such as the one shown in Figure 12-24, then negative resistance will manifesi 
itself under certain conditions. These consist merely of ensuring that the voltage gradi
ent across the slice is in excess of about 3300 V /cm: Oscillations will then occur if the 
slice is connected to a suitably tuned circuit. It is seen that the voltage gradient across 
the slice of GaAs is very high, The electron velocity is also high, so that oscillations 
Will occur at microwave frequencies. 

It must be reiterated that the Gunn effect is a bulk property of semiconductors 
and does not depend, as do other semiconductor effects, on either junction or contact 
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Heat sink 
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FIGURE 12-24 Epitaxial GaAs Gunn slice. 
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properties. As established painstakingly by Gunn, the effect is independent of total 
voltage or current and is not affected by magnetic fields or different types of contacts. 
It occurs in n-type materials only, so that it must be associated with electrons rather 
than holes. Having determined that the voltage required was proportional to the sample 
length, the inventor concluded that the electric field, in volts per centimeter, was the 
factor determining the presence or absence of oscillations. He also found that a thresh
old value of 3.3 kV /cm .must be exceeded if oscillations are to take place. He found 

. that the frequency of the oscillations produced corresponded closely to the time that 
electrons would take to traverse such a slice of n-type material as a result of the voltage 
applied. This suggests that a bunch of electrons, here called a domain, is formed 
somehow, occurs once per cycle and arrives at the positive end of the slice to excite 
oscillations in the associated tuned circuit. 

Negative resistance Although the device itself is very simple, its operation (as mfght 
be suspected) is not quite sci simple. Gallium arsenide is one of a fairly small number of 
semiconductor materials which, in an n-doped sample, have an empty energy band 
higher in energy than the highest filled (or partly filled) band. The size of the forbidden 
gap between these two is relatively small. This does not apply to some other semicon
ductor materials, such as silicon and germanium'. The situation for gallium arsenide is 
illustrated in Figure 12-25, in which the highest levels shown also have the highest 

energies. 
When a voltage is applied across a ·slice of GaAs which is doped so as to have 

excess electrons (i.e., n-type), these electrons flow as a current toward the positive end 
of the slice. The greater the potential across the slice, the higher the velocity with 
which the electrons move toward the positive end, and therefore the greater the current. 
The device is behaving as a normal positive resistance. In other diodes, the component 
of velocity toward the positive end, imparted to the electrons by the applied voltage, is 
quite small compared.to the random thermal velocity that these electrons possess. In 
this case, so much energy is imparted to the electrons by the extremely high voltage 
gradient that instead of traveling faster and therefore constituting a larger current, their 
flow actually slows down. This is because such electrons have acquired enough energy 
to be transferred to the higher energy band, which is normally empty, as shown in 
Figure 12-25. This gives rise to the name transferred-electron effect, which is often 

Narrow foi'bidden 
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FIGURE 12-25 Important energy levels in gallium arsenide. 
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given to this phenomenon. Electrons have been transferred from the conduction band 
to a higher energy band in which they are much less mobile, and the current has been 
reduced as a result of a voltage rise. Note that, in _a sense, gallium arsenide is a 
member of a group of unusual semiconductor substances. In a lot of others, the energy 
required for this transfer of electrons would be so high, because of a higher forbidden 
energy gap, that the complete crystal structure might be distorted or even destroyed by 
the high potential gradient before any transfer of electrons could take place. 

It is seen that as the applied voltage rises past the threshold negative-resistance 
value, current falls, and the classical case of negative resistance is exhibited. Eventu
ally the voltage across -the slice becomes sufficient to remove electrons from the 
higher-energy, lower-mobility band, so that current will increase with voltage once 
again. The voltage-current characteristic of such a slice of gallium arsenide is seen to 
be very similar to that of a tunnel diode, but for vastly different reasons. 

Gunn domains It was stated in the preceding section that the oscillations observed in 
the initial GaAs-slice were compatible with the formation and transit time of electron 
bunches. It follows, therefore, that the ·negative resistance just described is not the only 
effect taking place. The other phenomenon is the formation of domains, the reasons for 
which may now be considered. 

It is reasonable to expect that the density of the doping material is not com
pletely uniform throughout our sample of gallium arsenide. Hence it is entirely possi
ble that there will be a region, perhaps somewhere near the negative end, where the 
impurity concentration is less than average. In such an area there are fewer free elec
trons than in other areas,.and therefore this region is less conductive than the others. As 
a result of this, there will be a greater than average potential across it. Thus, as the total 
applied voltage is increased, this region will be the first to have a voltage across it large 
enough to .induce transfer of electrons to the higher energy band. In fact, such a region 
will have become a negative-resistance ·domain. 

A domain like this is obviously unstable. Electrons are being taken out of 
circulation at a fast rate within it, the ones behind bunch up and the ones in front travel 
forward rapidly. In fact, the whole domain moves across the slice toward the positive 
end ;_,ith the same average velocity as the electrons before and after it, about 107 cm/s 
in practice. Note that such a domain is self-perpetuating. As soon· as some electrons in 
a region have been transferred to the less conductive energy band, fewer free electrons 
are left behind. Thus this particular region becomes less conductive, and therefore the 
potential gradient across it increases. The domain is quite capable of traveling and may 
be thought of as a low-conductivity, high-electron-transfer region, corresponding to a 
negative pulse of voltage. When it arrives at the positive end of the slice, a pulse is 
received by the associated tank circuit and she~ks it into oscillations. It is actually this 
arrival of pulses at the anode, rather than the negative resistance proper, which is 
responsible for oscillations in Gunn diodes. (The term diode is a misnomer for Gunn 
devices since there is no junction, nor is rectification involved. The device is called a 
diode because it has two terminals, and the name is also convenient because it allows 
the use of anode for the "positive end of the slice.") 

With the usual applied voltages, once a domain forms, insufficient potential is 
left across the resf'of the ~Hee to permit another dpmain to form. This -assumes that the 
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sample is fairly short; otherwise the situation can become very complex, with the 
possib_ility that other domains may form. The domain described is sometimes called a 
dipole domain. An accumulation domain may also occur (particularly in a longer 
sample), where a more highly doped region is involved, and a current accumulation 
travels toward the anode. When the domain in a short sample arrives atthe anode, there 
is once again sufficient potential to permit the formation of another domain somewhere 
near the cathode. It is seen that only one domain, or pulse, is formed per cycle of RF 
oscillations, and so energy is received by the tank circuit in correct phase to permit the 
oscillations to continue. 

Miscellaneous considerations The following brief notes and observations are now 
made: 

1. The Gunn diode/oscillator has received various names. Although Gunn (diode or 
oscillator) will always be used here, students should be aware o( names such as 
transferred-electron devices (or TED) and transferred-electron oscillator (or 
TEO), which are also frequently used .. 

2. The Gunn effect is eminently viable, and Gunn diodes are very widely used. 
3. ~!though ·only gallium arsenide diodes have been considered, indium phosphide 

(InP) Gunn diodes are becoming widely used, especially at the highest frequen
cies. InP has properties quite similar to those of GaAs, while also offering the 
advantages of a higher peak-to-valley ratio in its negative resistance characteristic 
and lower noise. 

4. Students must surely be wondering by now why such "oddball" operating princi
ples are used by the majority of solid-state microwave dev_ices-and they have not 
even encountered the IMPATT diode as yet! The only explanation the author can 
put forward is that all the simple devices got themselves invented a long time ago, 
and they didn't work at microwave frequencies! 

12-6.2 Gunn Diodes and ApplicatiOJ:IS 

Gunn diodes A practical Gunn diode consists of a slice like the one shown in Figure 
12°24, sometimes with a buffer layer between the active layer and the substrate, 
mounted in any of a number of packages, depending on the manufactur~r, the fre
quency and the power level. Encapsulation identical to that shown for varactor diodes 
in Figure 12-9 is common. The power that must be' dissipated is quite comparable. 

_ Gunn diodes are grown epitaxially out of GaAs or Jnp· doped with silicon, 
tellurium or selenium. The substrate, used here as an ohmic contact, is highly doped 
for good conductivity, while the thin active layer is less heavily doped. The gold alloy 
contacts are electrodeposited and used for good ohmic contact and heat transfer for 
subsequent dissipation. Diodes have been made with active layers varying in thickness 
from 40 to about I µ,m at the highest frequencies. The actual structure is normally 
square, ~nd so far GaAs diodes predominate commercially. 

Diode performance As a. good approximation, the equivalent circuit of·a GaAs 
X-band Gunn diode consists of a negative resistance of about 100 ohms (100 .!1) in 
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parallel with a capacitance of about 0.6 pF. Such a commercial diod~ will require a 
9-V de bias, and, with an operating current of 950 mA, the dissipation in its (cathode) 
heat sink will be 8.55 W. Given that the output (anywhere in the range 8 to 12 .. 4 GHz) 
is 300 mW, the efficiency is seen to be 3.5 percent. A higher-frequency Gunn diode, · 
operating over the range of26.5 to 40 GHz, might produce an output of 250 mW with 
an efficiency of 2.5 percent. 

Overall, GaAs Gunn diodes are available commercially for frequencies from 
4 GHz (I to 2 W CW maximum) to about 100 GHz (50 mW CW maximum). Over 
that range, the maximum claimed efficiencies drop from 20 to about 1 percent, but for 
most commercial diodes 2.5 to 5 percent is normal. InP diodes, not yet as advanced 
commercially, have a performance that ranges from 500 mW CW at 45 GHz (effi
ciency of 6 percent) to 100 mW CW at 90 GHz (efficiency of 4.5 percent); higher 
powers and operating frequ~ncies are expected. Other options available include two or 
more diodes in one oscillaior package for higher CW outputs, and diodes for pulsed 
outputs. In the latter case, commercial diodes produce up to a few dozen watts pulsed, 
with I percent duty cycles and efficiencies somewhat better than for CW diodes. 

Gunn oscillators Since the Gunn diode consists basically of a negative resistance, all 
that is required in principle to make it into an oscillator is an inductance to tune out the 
capacitance, and a shunt load resistance not greater than the negative resistance. This 
has already been discussed in conjunction with the tunnel diode. In practice, a coaxial 
cavity operating in the TEM mode has been found the most convenient for fixed 
frequency (but with some mechanical tuning) operation. A typical coaxial Gunn oscil
lator is shown in Figure 12-26. If some electrical tuning is required as well, a varactor 
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FIGURE 12-26 Cross section of typical Gunn coaxial oscillator cavity. (Courtesy of Micro
wave Assoi:iates International.) 
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may be placed in the cavity, at the opposite end to the Gunn diode. The dimensions 
shown in Figure 12-26 are selected to provide suitable diode mounting and dissipation, 
as well as freedom from spurious mode oscillations. 

YIG-tuned.(seeSection 10-5.2) Gunn VCOs are available for instrument appli
cations, featuring frequency ranges as large as 2 octaves, much greater than is possible 
with varactors. A selection of such oscillators is shown.in Figure 12-27. The 300-g, 
50 x 50 mm package contains a Gunn slice on a heat sink, and a cavity with a small 
YIG sphere. There is a heater for the YIG sphere, to keep it at a constant temperature, 
and a coil for altering the magnetic field. The instantaneous frequency of oscillation is 
governed by the cavity frequency, which· in tum depends on the YIG sphere and the 
magnetic field by which it is surrounded. It is the Gunn diode, rather than the tuning 
mechanism, that.determines the frequency limits. When the frequency of the resonator 

.. is changed, the diode itself responds by generating its domain at a distance from the 
anode such that the transit time of the domain corresponds to a cycle of oscillations. As 
frequency is raised, the formation point of the domain moves closer to the anode. The 
oscillations eventually stop when this point is more than halfway across the slice. 
Avantek oscillators of the type shown in Figure 12-27 cover the range from 1 to 
12.4 GHz, with typically octave tuning (or sweeping) ranges for each. Frequency 
modulation is also possible, via the terminals provided, and in all very rapid frequency 
changes can be made. Such VCOs are·designed as backward-wave oscillator replace
ments, certainly al the lower end of the BWO's operating spectrum. Typical power 
outputs range up to 50 mW, and total power consumption may be 5 W, including 
power for the YIG sphere .. 

Finally, it should be mentioned that the noise performance of Gunn oscillators 
is quite acceptable. Spurious AM noise is on par with that of the klystron (which itself 
is very good), while spurious FM noise is worse, but not_too high for normal applica
tions. Injection locking with a low0 arnplitude, high-stability signal helps to reduce FM 
noise quite significantly. 

FIGURE 12-27 YIG-tuned voltage-controlled oscillators. (Courtesy of Avantek, Inc.) 



454 ELECTRONIC COMMUNICATION SYSTEMS 

Gunn diode amplifiers As was .shown in connection with the tunnel diode, a device 
· exhibiting negative resistance may be used as an amplifier, and of course the Gunn 
diode qualifies in this respect. However, Gunn diode amplifiers are not used nearly as 
much as Gunn oscillators. The reasons are many. On the one hand, Gunn diode ampli
fiers cannot compete for power output and low noise with GaAs FET amplifiers at 
frequencies below about 30 GHz, and at higher frequencies they carmot compete with 
the power output or efficiency of electron tube or IMPATT (see next section) amplifi
ers. Accordingly, the niche which is left for them is as low- to medium-power medium- · 
noise all)plifiers in the 30- to 100-GHz frequency range. Over that range, they are 
capable of amplifying with noise figures of the order of 20 to 30 dB, relatively low 
efficiency and power gain per stage, and an output power that is perhaps two to four 
times as high would be expected from a single-diode oscillator (this is achieveo by 
combining the output of several diodes in the final ·stage). One avenue of approach for 
improvement is to use a hybrid tunnel diode,Gunn diode amplifier, in which the tunnel 

. diode input stages significantly reduce the noise figure. Noting· that the foregoing 
applies to gallium arsenide diodes, another avenue of approach is to use indium phos
phide devices. The early results with InP Gunn diodes are most encouraging, -with 
noise figures as low as 12 dB reported for amplifiers in the 50- to 60-GHz range. 

For reasons identical to .those applying to YIG-tuned Gunn oscillators, Gunn 
amplifiers, be they GaAs or InP, are capable of broad-band operation, 2: 1 bandwidth 
ranges being not unusual. They are greatly superior Lo IMPATT amplifiers in this 
respect. 

Gunn diode applications · Having taken the microwave world more or less by storm, 
Gunn diode oscillators are widely used and also int,nsely researched ·and developed. 
They are employed frequently as low- and medium-power oscillators in microwave 
receivers and instruments. The majority of parametric_ amplifiers now use Gunn diodes 
as pump sources. They have the advantage over IMPA1T diodes of having much lower 
noise, this being an important criterion in the selection of a pump oscillator. Where 
very high pump frequencies are required, the technique of using a lower-frequency 
Gunn oscillator and doubling the frequency with a varactor multiplier is often used. 

The higher-power Gunn oscillators (250 to 2000 mW) are us.ed as power output 
oscillators, generally frequency-modulated, in a wide variety of low-power transmitter 
applications. These currently. include police radar, CW Doppler radar (see Chapter 
16), burglar alarms ~d aircraft rate-of-climb indicators. 

AVALANCHE EFFECTS AND DIODES 

In 1958, Read at Bell Telephone Laboratories proposed that the delay between voltage 
and current in an avalanche, together with transit time through the material, could 
make a microwave diode exhibit negative resistance. Because of fabricaiion difficulties 
and the large amounts of heat that would have to lie dissipated, such a diode was not 
produced until 1965, by Johnston and associates at the same laboratories. The.diode 
was subsequently called the /MPact Avalanche and Transit Time (IMPATT) diode. 
Two years later, at RCA Laboratories this time, a method of operating the IMPATT 
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diode thai seemed anomalous at the time was discovered by Prager and others. This 
device, now called the TRApped Plasma Avalanche Triggered Transit (TRAPATT) 
diod~; also exhibits negative resistance and holds out a promise of high pulsed powers 
at the lower microwave frequencies. 

12,1.1 IMPATT Diodes 

Introduction It was shown in Section 12-5.1 that the tunnel diode has a dynamic de 
negative resistance. This meant that, over a certain range, current decreased with an 
increase 'in voltage, and-vice versa. No device has a static negative resistance, i.e., 
with voltage applied one way, and current flowing the other way. This particular point 
was pursued no further, it being take~ for granted that any device which exhibits a 
dynamic negative resistance for direct current will also exhibit it for alternating cur
rent. If an alternating voltage is applied, current will rise when voltage falls, at an ac 
rate. We may now redefine negative resistance as that property of a device which 
causes the current through it to be 180' out of phase with the voltage across it. The 
point is important here, because this is the only kind of negative resistance exhibited by 
the IMPATT diode. One hastens to add that such a negative resistance is quite suffi
cient. It would not have mattered if the tunnel diode had only this kind of negative 
resistance (without exhibiting it for de voltage or current variations)-after all, the 
oscillations are ac. To summarize; if it can be shOwn t~at the voltage cµrrent in the 
IMPATT diode are 180' out of phase, negative resistance in this device will have been 
proved. · 

IMPATT diode A combination of delay involved in generating avalanche current 
multiplication, together with delay due to transit time through a drift space, provides 
the necessary 180' phase difference between applied voltage and the resulting current 
in an IMPATT diode. The cross section of the active region of this device is shown in 
l'igure 12-28. Note that it is a diode, the junction being between the p+ and the 11 

layers. 

+ + + + + + + + 
+ + + +- + + + + 
+ + + + + + + + 
+ + + + + + + + 
+ + + + + + + + 

Anode p+ \!!__ Junction n+ " . . Cathode 
(avalanche region)· - Drift region 

- 11 + 

FIGURE 12-28 IMPATT diode (single,drift) schematic diagram. 
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An extremely high voltage gradient is applied to the IMPATT diode, of the 
order of 400 kV /cm, eventually resulting in a very high current. A normal diode would 
very quickly break down under these conditions, but the IMPATT diode is constructed 
so as to be able to withstand such conditions repeatedly. For example, a normal diode 
breaks down under avalanche conditions because of the enormous powers generated. 
Consider that the thickness of an IMPATT diode's active region is a few micrometers; 
to ensure the correct transit time for microwave operation. Its cross-sectional area is 
similarly tiny, to ensure a small capacitance. With the high-voltage gradient and result
ing high current, the power being generated is of the order of 100 MW!cm3

• The delay 
between the proposal for the IMPATT diode and its first realization was due in no small 
measure to the problems involved in dissipating such vast amounts of heat. This had to 
be done, to ensure a satisfactorily low operating temperature for the IMPATT diode, so 
that it would not be destroyed by melting. Typical operating temperatures of commer
cial diodes are of the order of 250°C. Such a high potential gradient, back-biasing the 
diode, causes a flow of minority carriers across the junction. If it is now assumed that 
oscillations exist, we may consider the effect of a positive swing of the RF voltage 
superimposed on top of the high de voltage. Electron and hole velocity has now be
come so high that these carriers form additional holes and electrons by knocking them 
out of the crystal structure, by so-called impact ionization. These additional carriers 
continue the process at the junction, and it now snowballs into an avalanche. If the 
original de field was just at the· threshold of allowing this situation to develop, this 
voltage will be exceeded during the whole of the positive RF cycle,, and avalanche 
current multiplication will be taking place during this entire time. Since it is a multipli
cation process, avalanche is not instantaneous. As shown in Figure 12-28, the process 
takes a time such that the current pulse maximum, at the junction, occurs at the instant 
when the RF voltage across the diode is zero and going negative. A 90° phase differ
ence between voltage and current has been obtained. 

The current pulse in the IMPATT diode is situated at the junction. However, it 
does not stay there. Because of the reverse bias, the current pulse flows to the cathode, 
at a drift velocity dependent on the presence of the high de field. The time taken by the 
pulse to reach the cathode depends on this velocity and of course on the thickness of the 
highly doped (n +) layer. The thickness of the drift region is cunningly selected so that 
the time taken for the current pulse to arrive at the cathode corresponds to-a further 90° 
phase difference. As shown in Figure 12-29, when the current pulse actually arrives at 
the cathode terminal, the RF, voltage there is at its negative peak. Voltage and current 
in the IMPATT diode are 180° outof phase, and a dynamic RF negative resistance has 
been proved to exist. Such a negative resistance lends itself to use in oscillators or 
amplifiers. Because of the short times involved, these can be microwave. Note that the 
device thickness determines the transit time, to which the IMPATT diode is very 
sensitive. Unlike the Gunn diode, the IMPATT diode is essentially a narrowband 
device (especially when used in an amplifier). 

Practical considerations Commercial IMPATT diodes have been available for quite 
some time. They are made of either silicon, gallium arsenide or even indium phos
phide. The diodes are'mostly mesa, and epitaxial growth is used for ~t least part of the 
chip; some have Schottky barrier junctions. Gallium arsenide is theoretically preferable 



V 

i!l, 
fl 
g 
LL 
C: 

+ 
"O 
.!! 
C. 
C. 
~ 

() 
0 

I 

SEMICONDUCTOR MICROWAVE DEVICES AND c;::IRCUITS 457 

I 
I 

I - - -. - - r - - - -
1 
I 

DC voltage (avalanche threshold) -- ---i-----
1 
I 

I I 
I o o _ r 

1
-so -r+---90 ~ 

I I 
(al 

I I 
I I 
I I 

'"'-----------+--------,--,-----~ I 

Current pulse 
maximum'\] 

when V= 0 
I 
I 
I 
I 
I 
I 

I 
I Current pulse 
!/ at cathode ,,,. 

1+1 
when V = - Max. 

~~~~--111 
111 (b). 

Current 11 • 
pulse drifts I I: 
to cathode 1 11 

11 I 
I I I 

~---------...L..-'-L-___ .,_.___. ____ ., I 

FIGURE 12-29 IMPATT diode behavior. (a) Applied and RF voltage; (b) resulting cur
rent pulse and its drift across diode. (Note: Relative size of RF voltage exaggerated.) 

and should give lower noise, higher efficiencies and higher maximum operating fre
quencies: However, silicon is cheaper and easier to fabricate. Accordingly, silicon 
IMPATT diodes, which came first, are even now preferred for many applications; 
indeed, it is silicon diodes that currently provide the highest output powers at the 
highest operating frequencies (in excess of 200 GHz). 

The IMPATT diode shown in Figure 12-30 is a typical commercial diode for 
use below about 50 GHz and could house either a GaAs or an Si chip. At higher 
frequencies, beam-lead packages almost identical in appearance to those shown in 
Figure 12-5 tend to be preferred. The construction is deceptively simple. However, a 
lot of thought and development has gone into its manufacture, particularly the contacts, 
which must have extremely low ohmic and thermal resistance. Additionally, in a 
practical circuit, the IMPATT diode is generally embedded in the wall of a cavity, 
which then acts as an external heat sink. 

Until a few years ago, practical IMPATT diodes were unlike Read's original 
proposal. This called for a double-drift region, whereas Figures 12-28 and '.12-30 show 
diodes with single- (n+) drift regions. The reason for the initial departure from what 
was theoretically a higher-efficiency structure was difficulty in fabrication, but this 
problem has now been solved. For some years IMPATT diodes with two drift regions 
(one n+ and the other p+) have been made commercially. In the manufacturing pro-
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FIGURE 12-30 Typical IMPATT diode. 
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cess, an n layer is epitaxially grown on an n• substrate. The p layer is then grown 
epitaxially or by ion implantation, and finally the p+ layer is formed by ~iffusion. 
These p• -p-n-n• devices were at first known as RIMPATT (Read-lMPATT) diodes, 
but they are now commonly known as double-drift IMPATT diodes. They are undoubt
edly the versions used at the highest frequencies and for the highest output powers. 

12-7 .2 TRAP A TT Diodes 
The TRAPATT diode is derived from and closely related to the IMPATT diode. In
deed, as pointed out near the beginning of this section, at first it was merely a different, 
"anomalous," method of operating the IMPATT diode. A greatly simplified operation 
will now be described. 

Basic operation Consider an IMPATT diode mounted in a coaxial cavity. so arranged 
that there is a short circuit a half-wavelength away from the diode at the IMPATT 
operating frequency. When oscillations begin, most of the power will be reflected 
across the diode, and thus the RF field across it will be many times the normal value for 
IMPATT operation. This will rapidly cause the total voltage across the diode to rise 
well above the breakdown threshold value used in IMPATT operation. As avalanche 
now takes place, a plasma of electrons and holes is generated. placing a large potential 
across the junction, which opposes the applied de voltage. The total voltage is thereby 
reduced, and the current pulse is trapped behind it. When this pulse travels across the 
n + drift r~gion of the semiconductor chip, the voltage across it is thus much lower than 
in IMPATT operation. This has two effects. The first is a much slower drift velocity, 
and consequently longer transit.time, so that for a given thickness the operating fre
quency is several times lower than for corresponding·IMPATT operation. The second 

· point of great interest is that, when the current pulse does arrive at the cathode, the 
diode voltage is much lower than in an IMPATT diode. Thus dissipa.tion is also much 
lower, and efficiency much higher. The operation is similar to class(( and indeed the 
TRAPATT diode lends itself to pulsed instead of CW operation. I'. 
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FIGURE 12-31 TRAPATT diode schematic. 

Practical considerations Although they were first proposed in the early 1970s, com
. mercial TRAPATT diodes are only now becoming commercially available. They tend 
· to be planar silicon diodes, with structures corresponding to those of IMPATT diodes 

but with gradual, rather than abrupt, changes in doping level between the junction and 
the anode. Furthermore, they are likely to use complementary n+ -p-p.+ structures as 
shown in Figure 12-31, instead of the p+ -n-n+ IMPATT chip of Figure 12-28, for 
reasons of_better dissipation. The two figures should be examined in conjunction with 
each other. 

Because the drift velocity in a TRAPATT diode is much less than in an IM
PATT diode, either operating frequencies must be lower or the active regions must be 
made thinner. In fact, both these considerations are borne out by results obtained. On 
the <;me hand, most good experimental TRAPATT results have been for frequencies 
under. 10 GHz, and on the other hand, it has been found that by the time 5 GHz is 
reached, the width of. the depletion layer is only 2 µ,m. Since the TRAPATT pulse is 
rich in harmonics, amplifiers or oscillators can be designed to tune to these harmonics, 
and operation above X band in this manner is possible. 

12-7 .3 Performance and Applications of Avalanche Diodes . 

IMPATT diode performance · Commercial diodes are currently produced over the 
frequency range from 4 to about 200 GHz, over which range the maximum output 
power per diode varies from ·nearly 20 W to about 50 mW. This means that, above 
about 20 GHz, the IMPATT diode produces a higher CW power output per unit than 
any other semiconductor device. Typical efficiency is about_ 10-20 percent up to 
40 GHz, reducing to I percent as frequency is raised to 200 GHz. Several diodes' 
outputs may be combined, giving a significantly greater output. Pulsed powers are 
generaily one magnitude higher. Note that the above figures, for the most part, are for 
single-drift diodes. · · · 

Laboratory devices have produced as much as .30 W CW at 12 GHz, 300 mW 
at 140 GHz and 75 mW at 220 GHz, with one laboratory reporting I mW CW at over 
300 GHz. Pulsed powers similarly range from about 50 W at 10 GHz to 3 W at 
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140 GHz. However, experimental results should be taken with a grain of salt. What is 
often reported is the best result obtained from several specially made diodes. What is 
often not reported is that maximum efficiency need nbt coincide with maximum output 
power or that a diode died of thermal runaway soon. after the experiment. It should be 
noted that results--being currently obtained from double-drift IMPATT diodes augur 
well for the device, especially as regards efficiency, for which figures in excess-of 20 
percent are being consistently reported, together with higher powers at the highest 
frequencies. · 

The biggest problem of IMPATT operation is noise. Avalanche is a very noisy 
process, and the lrigh operating current helps the generation of shot noise. Thus IM
PATT diode oscillators are not as good as either klystrons or Gunn diodes for spurious 
AM or FM noise, by quite a significant margin. When used as amplifiers, IMPATT 
diodes produce noise figures of the order of 30 dB, not as good as TWT amplifiers. 

IMPATT oscillators and amplifiers The dynamic impedance of an IMPATT diode 
is - JO n in parallel with I pF, as a good approximation. Like the Gunn diode, there
fore, it has a negative resistance which must be placed in a low-impedance environ
ment. Figure 12-32 shows a suitable arrangement. The IMPATT diode is located at the 
end of the center conductor in a low-impedance coaxial resonator, and a quarter-wave 
transformer is used to step up the impedance seen at its point of connection. Oscilla
tions are basically at the frequency at which the length of the coaxial resonator is a 

· half-wave, but this is influenced by the capacitance of the varactor diode. This diode is 
used for tuning, with its capa¢itance varied by a change in the applied bias. Frequency 
modulation could be achieved in exactly the same manner. Typical frequency variation 
is a few hundred megahertz at JO GHz. Because of their close dependence on transit 
time through the entire drift space, IMPATT diodes do not lend themselves to tuning 

,over nearly as wide a frequency range as Gunn diodes. Consequently YIG tuning is not 
used, since varaciors match IMPATTs in that regard. 

IMPATT diode amplifiers are available with outputs similar to those of oscilla
tors at about the same frequency range. They are comparable to Gunn diode amplifiers ' 
in that they also require circulators, but efficiencies for Gunn amplifiers (up to 10 
percent) and power outputs are much higher. Gain is similarly 6 to JO dB per stage, 
and bandwidths are up to about 10 percent of the center frequency. Higher frequencies 
of operation, to over 100 GHz, are another attraction, but noise is still a problem. 

CavitY 
resonator 

Coupling 
antenna 

= 

IMPATT 

Varactor 
diode 

FIGURE 12-32 IMPATT diode oscillator with varactor electronic tuning. 
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Performance of TRAP ATT oscillators and amplifiers As was explained in a pre
ceding section,· TRAPATT operation requires a large RF voltage swing, the kind un
likely to be obtained from switching. transients. It seems that TRAPATT oscillators 
most probably start in the IMPATT mode, then switch over when oscillations have 
built up sufficiently. The circuit must thus be arranged to permit this to happen. How
ever, no such difficulties are encountered with TRAPATT amplifiers, where an ade
quately large signal is present, being the input. Another practical point which must be 
taken into account is the extreme TRAPATT sensitivity to harmonics. Thus, when 
operating in the fundamental mode, care must be taken to ensure that the second, third 
and even fourth harmonics cannot be maintained in the tuned circuit. 

Most TRAPATT oscillators and amplifiers are still in the laboratory stage. 
However, such impressive results have been obtained that it should not be long before 
units are available commercially, now that the initial difficulties in establishinR and 
maintaining coherent oscillations seem to have been overcome. With typical duty 
cycles of the order ofO. l percent, pulsed powers as high as 200 Wat 3 GHz have been 
produced, with efficiencies in excess of 30 percent. At about 1 GHz, pulsed output 
powers of 600 Wand (independently) an efficiency of 75 percent have been obtained. 
These figures are for oscillators, but amplifier figures should be comparable. Perfor
mance above X band is not very impressive, because of the mode of operation. It 
should be mentioned that many microwave operations take place at X band or below. 

Applications of avalanche diodes IMPATT diodes are more efficient and more pow
erful than Gunn diodes. However, they have not replaced Gunn diodes, and the reason 
is mainly their noise and the higher supply voltages needed. It also happens that the 
majority of low-power microwave oscillator applications can be adequately covered by 
Gunn diodes, except at the highest frequencies, where they are no match for IM
PATTS. However, with the current development in IMPATT and TRAPATT diodes 
proceeding apace, their use in practical systems is "(ide and increasing, but they are 
taking over from low- and medium-power tubes, I1!ther than Gunn diodes. For exam
ple, most parametric. amplifier designers-do not want IMPATTS, because of noise. 
However, long-distance communications carriers are replacing many of their TWT 
transmitters with IMPATT \mes in microwave links in the large field covered by pow
ers under 10 W. IMPATTs can also eventually replace BWbs and low-power CW 
magnetrons in several types of CW radar and electronic countermeasures. Finally, 
when commercial TRAPATT oscillators and amplifiers can produce several hundred 
watts pulsed, with efficiencies in excess of 30 percent and duty cycles close to I 
percent, a very wide pulsed radar field will be open to them. The first applications here 
are likely to be in airborne and marine radars.,,, 

OTHER MICROWAVE DIODES 

Having discussed in detail the microwave "active" diodes, we are now left with some 
"passive" microwave diodes to consider. They are passive only to the extent that they 
are not used in power generation or amplification; apart from that, they are very active 
indeed in mixers, detectors and power control. The devices in question are the PIN, 
Schottky-barrier and backward diodes. 
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12-8.1 PIN Diodes 
The PIN diode consists of a narrow layer of p-type semiconductor separated from an 
equally narrow layer of n-type material by a somewhat thicker region of intrinsic 
material. The intrinsic layer is a lightly doped n-type semiconductor. The name of the 
diode is derived from the construction (p-intrinsic-n). Although gallium arsenide is 
used in the construction of PIN diodes, silicon tends to be the main material. The 
reasons for this are easier fabrication, higher powers handled and higher resistivity of 
intrinsic ,regiqn. The PIN diode is used for microwave power switching, limiting and 
modu!atiqn. It was first proposed by R. N. Hall in 1952, and its potential as a micro-

.· wave switch was first recognized by Uhlir in 1958. 

Construction The construction of the PIN diode is shown in Figure 12-33. The 
advantage of the planar construction is the lower series resistance while conducting. 
Encapsulation for such a chip takes any of the forms already shown for other micro
wave diodes. The in-line construction has a number of advantages, including reduced 

· diode shunt capacitance. Also, as shown in Figure 12-33c and d, it lends itself ideally 
to beam-lead encapsulation, thus interworking excellently with stripline circuits. This 
construction is often preferred in practice, except perhaps for the highest powers. 
When fairly large dissipations are involved, tlie planar construction is better adapted to 
mounting on a heat sink. · 

Operation The PIN diode acts as a more or less ordinary diode at frequencies up to 
about 100 MHz. However, above this frequency it .ceases to be a rectifier, because of 
the carrier storage in, _and the transit time across, the intrinsic region. At microwave 
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FIGURE 12-33 PIN diode. (a) Schematic diagram; (b) planar diode; (c) planar diode with 
in-line orientation; (d) beam-lead mounting of in-line diode. 
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FIGURE 12-34 PIN diode high-frequency behavior. (a) Equivalent circuit; (b) resistance 
variation with bias. 

frequencies the diode acts as a variable resistance, with a simplified equivalent circuit 
as in Figure 12,34a and a resistance-voltage characteristic as in Figure 12-34b. 

When the bias is varied on a PIN diode, its microwave resistance changes from 
a typical value of 5 to 10 kO under negative bias to the vicinity of I to 10 0 when the 
bias is positive. Thus, if the diode is mounted across a 50-0 coaxial line, it will not 
significantly load the line when it is back-biased, so that power flow will be unaf
fected. When the diode is forward-biased, however, its resistance becomes very low, 
so that most of the power is reflected and hardly any is transmitted. The diode is acting 
as a switch. In a similar fashion, it may be used as a (pulse) modulator. Several diodes 
may be used in series or in parallel in a waveguide or coaxial line, to increase the 
power handled or to reduce the transmitted power in the OFF condition. 

Performance and applications The applications of the PIN diode ,,;e as outlined; 
they have already been covered in Section 10-5.4, and Figure 10-45 showed a coaxial 
PIN diode switch. Diodes are available with resistive cutoff frequencies up to about 
700 GHz. As for varactor diodes, the operating frequencies do not exceed one-tenth of· 
the above figure. At least one instance of operation at 150 GHz, with specially con
structed diodes, has been reported. Individual diodes may handle up to about 200 kW 
peak ( or 200 W average), although typical levels are one magnitude lower. Several 
diodes may be combined to handle as much as 1 MW peak. Actual switching times 
vary from approximately 40 ns for high-power limiters to as little as l ns at lower 
powers. 

-- . 

12-8.2 Schottky-Barrier Diode 
Schottky junctions have been shown and described throughout this chapter, in conjunc
\ion with various devices that use them in their construction (for instance, see Figure 
12-4 and its description). Accordingly it will be realized that the Schottky-barrier diode 
is an extension of the oldest semiconductor device of them all-the point-contact 
diode. Here the metal-semiconductor interface. is a surface-the Schottky barrier
rather than a point contact. It shares the advantage of the point-contact diode in that 
there are no minority caniers in the reverse-bias condition; that is, there is no signifi
cant current from the metal to the semiconductor wiih .back bias. Thus the delay present 
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in junction diodes, due to hole-electron recombination time, is absent here. However, 
because of a larger contact area (barrier) between the metal and semiconductor than in 
the point contact diode, the forward resistance-is-1ower,and so is noise. 

The most commonly used semiconductors are "the old faithfuls," silicon and 
gallium arsenide. As usual, GaAs has the lower noise and higher operating frequency 
limits; silicon is easier to fabricate and is consequently used at X band and below, in 
preference to GaAs, N-type epitaxial materials are used, and the metal 'is often a thin 
layer of titanium surrounded by gold for protection and low ohmic resistance. The 
device sometimes be,rrs the name ESBAR (acronym for epitaxial Schottky-barrier) 
diode and may also be called the hot-electron diode. The latter name is given because 
electrons flowing from the semiconductor to the metal have a higher energy level than 
electrons in the metal itself, just as the metal would if it were at a higher temperature. 
The diodes are encapsulated in any one of the ways already shown for other diodes, 
with packages·corresponding to Figures 12-9 and 12-33d common. 

Schottky-barrier diodes are available for microwave frequencies up to at least 
100 GHz. Like point-contact diodes, they are used as detectors and mixers, mounted 
as shown previously in Figures 10-44 to 10-46 and discussed in Section 10-5.3. Th.1:.. 
noise figures of mixers using Schottky-barrier diodes are excellent, rising for as ~was 
4 dB at 2 GHz to 15 dB near 100 GHz. At frequencies much above X band, GaAs 
diodes are preferred, since they have' lower noise. At the highest frequericies;"'point
contact diodes are preferred, since they have lower shunt capacitanceo,-For a compar'i
son of Schottky-barrier diode performance with that of other low-BOise front ends, see 
Table 12-2. 

12-8.3 Backward Diodes 
It is possible to remove the negative-resistance peak and valley region from the tunnel 

· diqde of Section 12-5. I, by suitable doping and etching during manufacture. When this 
is done, the voltage-current characteristic of Figure 12-35 results. This shows the 
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FIGURE 12-35 Backward diode voltage-current characteristic._ . 
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rather unusual situation in which, for .small· applied voltages, the forward current. is 
actually much smaller than the reverse current. The reverse current is large, it will be 
recalled, because of the very high doping. On the other hand, forward current is low at 
first because tunneling has been stopped. This diode can therefore be used as a small
signal rectifier. It has the advantage not only of a narrow junction, and therefore a high 
operating speed and frequency, but also of a current ratio (reverse to forward!) whfoh i.s 
much higher than in conventional rectifiers .. 

When GaAs is used, a maximum signal of about 0.9 V may be applied to the 
diode before it begins to conduct heavily in the forward direction. This value, althQugh 
higher than for germanium (silicon is an unsuitable material), is nevertheless quite l"'Y. 
This naturally means.that the backward diode is limited, just like the tunnel diode,'to 
lower operating levels. Despite this, the backward diode, or tunnel rectifier as.it is 
sometimes called, is in quite common use. Aside from having a high current ratio in 
the two directions, the backward diode is a low-noise device. It is used in such applica
tions as video detection and low-level mixing, as in Doppler radar (see Section 16-3). 
Another of its attractions is that it requires a local oscillator signal up to IO dB lower 
than that needed by a point-contact diode. 

STIMULATED-EMISSION (QUANTUM-MECHANICAL) AND 
ASSOCIATED DEVICES . 

The first really low-noise microwave amplifier produced Microwave Amplification by 
Stimulated Emission of Radiation; hence the acronym maser. This brand new principle 

· was developed to fruition by Townes and his colleagues in 1954 and provided ex
tremely low-noise amplification of microwave signals by a quantum-mechanical pro
cess. The laser, or optical maser (I stands for light), is a development nf this idea, 
which permits the generation or amplification of coherent light. In this instance, coher
ent means single-frequency, in-phase, polarized and directional-just like microwave 
radio waves. This was· also put forward by Professor Townes, in 1958. The overall 
work ivas of sufficient importance to make him the 1964 corecipient of the Nobel Prize 
for physics. The first practical laser was demonstrated by Maiman in 1960. 

12-9.1 Fundamentals of Masers 
·. As was found with ferrites in Section 10-5.2, certain materials have atomic systems 

that can be made to resonate magnetically at frequencies dependent on the atomic 
structure of the material and the streng!..'l of the applied magnetic field. When such a 
resonance is stimulated by the application of a signal at that frequency, absorption will 
take place, as in the resonant absorption ferrite isolator. Alternatively, emission will 
occur, if the material is suitably excited, or pumped, from another source. It is upon 
this behavior that the maser is based. 

The material itself may be gaseous,· such as. ammonia, or solid-state, such as 
ruby. Ammonia was the original material used, and it is still used for some applica
tions, notably in the so-called atomic clock frequency standards. Extreme is the correct 
word to use in describing the stability of such an oscillator. The atomic clock built at 
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Harvard University in 1960 has a cumulative error which would cause it to be incorrect 
by only I second after more than 30,000 years! From the point of view of microwave 
amplification, ammonia gas suffered from the disadvantage of yielding amplifiers that 
worked at only one frequency and whose bandwidth was very narrow. This description 
will therefore be aimed mainly at the ruby maser. 

Fundamentals of operation The electrons belonging to the atoms of a substance can 
exist in various energy levels, corresponding to different orbit shells for the individual 
atoms. At a very low temperature, most of the electrons exist in the lowest energy 
level, but they may be raised by the addition of specific amounts of energy. Quantum 
theory shows that a quantum, or bundle of energy, may provide the required energy to 
raise the level o.f an electron, provided that 

E=hf 

where E = energy difference, joules 

f = photon frequency, Hz 

h = Planck's constant = 6.626 x 10-34 joule· s 

(12-12) 

Having been excited by the absorption of a quantum, the atom may remain in 
the excited state, but this is most unlikely to last for more than perhaps a microsecond. 
It is far more likely that the photon of energy will be reemitted, at the same frequency 
at which it was received, and the atom will thus return to its original, or ground, state. 
The foregoing assumes, incidentally, that the reemission of energy has been stimulated 
at the expense of absorpti6n. This may be.done by such measures as the provision of 
a structure· resonant at the desired frequency and Jhe removal of absorbing atoms, as 
was done in the original gas maser. 

It is also possible to supply energy to these atoms in such quantities and at such 
a frequency that they are raised to an energy level which is much higber than the 
ground state, rather than immediately above it. This being the case, it is then possible 
to make the atoms emit energy at a frequency corresponding to the difference between 
the top level and a level intermediate between the top level and the ground state. This is 
achieved by the combination of the previously mentioned techniques (the cavity now 
resonates at this new frequency) and the application of an input signal at the desired 
frequency. Pumping thus occurs at the frequency corresponding to the energy differ
ence between the ground and the top energy levels. Reemission of energy is stimulated 
at the desired frequency, and the signal at this frequency is thus amplified. Practically 
no noise is added to the amplified signal. This is because there is no resistance in
volved and no electron stream tb produce shot noise. The material that is being stimu
lated has been cooled to a temperature only a few degrees above absolute zero. It now 
only remains to find a substance capable of being stimulated into radiating at the 
frequency which it is required to amplify, and low-noise amplification will be ob
tained: 

The origina) substance was the gas ammonia, while hydrogen and cesium fea
tured prominently among the materials used subsequently. The gaseous substance had 
the advantage of allowing absorbing atoms to be ·removed easily. Since the operating 
frequency was determined very rigidly by the energy levels in ammonia, the range of 
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frequencies over which the system operated, i.e., its bandwidth, was extremely narrow 
(of the order of 3 kHz at a frequency of approximately 24 GHz). There was no method 
whatsoever of tuning the maser, so that signals at other frequencies just could not be 
amplified. To overcome these difficulties, the traveling-wave ruby maser was in
vented. This explanation was greatly simplified, especially. that of the solid-state 
maser. Also, some slight liberties with the truth had to be taken in order to present an 
overall picture that is essentially correct and understandable. 

The ruby maser A gaseous material is inconvenient in a maser amplifier, as can be 
appreciated. The search for more suitable materials revealed ruby, which is a crystal
line form of silica (Al20 3) with a slight natural doping of chromium. Ruby has the 
advantages of being solid, having suitably arranged energy levels, and being paramag
netic, which virtually means "slightly magnetic." This last property is due to the 
presence of chromium atoms, which have unpaired electron spins (like the ferrites of 
Section 10-5.2). These are capable of being aligned with a de magnetic field, and this 
permits not only reradiation of energy from atoms in the desired direction but also 
some tuning facilities. · · 

Figure 12-36' shows the energy-level situation in a three-level maser, intro
duced in the previous section. Energy at the correct pump frequency is added to the 
atoms in the crystal lattice of ruby, raising them to the uppermost of the levels shown 
(there are many other levels, but they are ofno interest here). Normally, the number of 
electrons in the third energy level is smaller than the number in the ground level. 
However, as pumping is continued, the number of electrons in level 3 increases until it 
is about equal fo the number in the first level. At this point the crystal saturates, and 
so-called population inversion has been accomplished. 

Since conditions have been made suitable for reradiation (rather than absorp
tion) of this excess energy, electrons in the third level may give off energy at the 
original pump frequency and thus return to the ground level., On the other hand, they 
may give off smaller energy quanta at the frequency corresponding to the difference 
between the third and second levels and thus return to the intermediate level. A large 
number of them take the latter course, which is stimulated by the presence of the cavity 
surrounding the ruby, which is resonant at this frequency. This course is further aided 
by the presence of the input signal at this frequency·. Since the amount of energy 
radiated or emitted by the excited ruby atoms at the signal frequency exceeds the 
energy applied at the input (it does not, of course, exceed.the pumping energy), ampli
fication results. 
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FIGURE 12-36 Energy levels in ruby relevant to maser operation. 
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The presence of the strong magnetic field (typically about 4 kA/m) has the 
effect of providing a difference between the three desired energy levels that corre- _ 
sponds to the required output frequency, Any adjustment of this magnetic field will 
alter the energy levels of the ferrous chromium atoms and therefore provide a form of 
-tuning. This •is similar to the situation in ferrites, where it was found that a change in 
the de magnetic field changed the frequency of paramagnetic resonance, This field 
strength can be altered to permit the ruby maser to be operated over a frequency range. 
from below I to above 6 GHz. For frequencies as high as 10 GHz_ and above, other 
materials are often used. Rutile is a very common alternative; this is titanium oxide 
(Ti02) with a light doping by iron. At the higher frequencies, the required magnetic 
fields tend to be rather strong, so that the magnet is very often cooled also, to take 
advantage of superconductivity and therefore to give a reduction in the power required 
to maintain the magnetic field. . . · 

In order to consider _the effect of cooling the ruby with liquid helium (which is 
almost invariably done) it is helpful to consider Figure 12-37. Figure 12-37a shows the 
situation at room temperature. Cooling with liquid nitrogen down to only 77 K can also 
be used, but it results in an increase in noise and a reduction ,in gain. It is seen that 
because of the relatively high energy possessed by the el~ctrons at this· temperature, 
quite a number of electrons normally exist in the fourth level, apart from the three so 
far mentioned. This has the 'undesirable effect o(reducing the nurµl)er of electrons in 
the ground level. There are fewer electrons whose energy level can be raised from the 
first to the third, and consequently fewer electrons that can reradiate their excess 
energy at the correct frequency. The high temperature is said to mask the maser effect. 
If cooling is applied, the overall ~nergy possessed by the electrons is reduced, as is the 
number of electrons at the fourth level. As seen in Figure 12-37b there are now an 
adequate number of electrons that can be jumped from the ground to the third level and 
then down again to the intermediate level. Maser action is maintained. Note that no 
maser has operated satisfactorily at room temperature. Even if such operation were 
possible, the noise level would be raised sufficiently. to make the noise figure of the 
maser a very poor second to that of the parametric amplifier, 

The noise figure of the cooled ruby maser is governed by the same factors as 
that of the ammonia maser and is therefore equally low. There is the slight noise due to 

(a) (bl 

FIGURE 12-37 Energy level populations in suitably pumped ruby. (a) At room tempera
ture; (b) at liquid helium temperature. (Note the reduction in the fourth-level population in 
the latter case and the accompanying significant population inversion in levels 2 and 1.) 
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the random motion of electrons in the ruby ( caused by the fact that the temperature of 
the crystal is above absolute zero). However, most of the noise is due to the associated 
components, such as the 'waveguide leading from the antenna, and the noise created at 
the input to the following amplifier. The first of these problems may be reduced by 
making the waveguide run as short as possible. This involves mounting the maser at · 
the prime focus of the antenna. Such a solution is practicable only if a Cassegrain or 
folded horn antenna is used (see Chapter 9), and in fact that is done in practice. The· 
problem of noise from succeeding stages is alleviated in a number of ways. One 
involves cooling the circulator (which must sometimes be used), in the same way as in 
a parametric amplifier. It is also possible to increase the gain of the maser, thereby 
reducing noise reflected from succeeding stages, by making .it a two-stage amplifier. 
The amplifier following the maser can be made a relatively low-noise one, by the use . 
of tunnel diodes or FETs. 

12-9 ;2 Practical Masers and Their Applications 

Practical solid-state masers The term solid-state is used deliberately here; it does not 
mean ''semiconductor.'' In terms of the somewhat older maser parlance, it means the 
opposite of gaseous, i.e., ruby. 

The cross section of a ruby cavity maser is shown in Figure 12-38. It is seen to 
be a single-port amplifier, so that a circulator is needed, just as in so many other 
microwave amplifiers. In the parametric amplifier, a tuned circuit must be provided for 
the pump signal as well as for the signal to be amplified. This is not difficult to 
achieve, but it should be. realized that the cavity must be able to oscillate at both 

· frequencies. 
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FIGURE 12-38 Schematic diagram of cryogenically cooled ruby maser cavity amplifier 
(magnet not shown). · 
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From a communications point of view, a disadvantage of the cavity maser is 
that its bandwidth is very narrow, being governed to a large extent by the cavity itself. 
It may be typically 1.5 MHz at 1.5 GHz, but some compromise at the expense of gain 

. is possible, noting that the gain-bandwidth product is about 35 MHz. Increasing the 
bandwidth to even 25 MHz is not practicable, however, since gain by then would not 
be much in excess of unity. 

The solution to the problem is one that has already been encountered a number 
of times in this chapter; the use of a traveling-wave structure. The resulting operating 
system is then virtually identical to the one used in the TW paramp. The signal tci be 
amplified now travels along the ruby via a slow-wave structure and grows at the 
expense of the pump signal. The traveling-wave maser has not only an increased 
bandwidth but also effectively four terminals, ~o that a circulator is no longer rieed~d. 
Such TW masers are used in some older satellite earth stations, built before the subse
quent pararnp developments. 

Performance and applications A typical TW maser operating at 1.6 GHz may have 
a 25-dB gain, a bandwidth of25 MHz and a 48-GHz pump requiring 140 mW of CW 
power. The last two figures are also applicable to the cavity maser, and both types are 
capable of a noise temperature beiter than 20 K, i.e., a noise figure better than 0.3 dB. 
A glance at Table 12-2 will serve as a reminder that the noise performance of masers is 
unsurpassed. 

A disadvantage of the maser is that it is a very low-level amplifier and may 
saturate for input levels well over I µ, W. While this makes it suitable for radioastron
omy and other forms of extraterrestrial communication&,-radaris a typical application 
in which a maser could not be used. Not only can much larger radar signals be received 
in the course of duty, but so can jamming: This would certainly overload a maser RF 
amplifier, though fortunately without permanent damage. The maser would take about 
I s to recover, during which it would be unusable. Care must be taken not to point the 
antenna at the ground when a maser amplifier is used, or the ground temperature will 
create s.ufficient noise to overload the maser once again. 

The parametric amplifier has undergone many improvements in the last decade; 
therefore the maser is not used as frequently as it.once was. Compared to the paramp it 
is bulkier and more fragile, though somewhat less affected by pump noise or frequency 
fluctuations. It is narrower in bandwidth and easier to overload, which also m"i'ns that 
its dynamic range is not as large. The parametric amplifier has approached the inaser's 
noise performance. The main application for the maser now is in radiotelescopes and 
receivers used for communications with space probes. Its applications lie where the 
lowest possible noise is of the utmost importance. 

12-9.3 Fundamental of Lasers 
As already indicated, the laser is a\source of coherent electromagnetic waves at)nfra
red and light frequencies. It operates on principles similar to those of the J:rlff(er, and 
indeed an understanding of the maser is virtually a prerequisite to .the Ul)derstanding of 
its more spectacul_ar stablemate. However, the frequencies are much higher; for visible 
light, these range from 430 to 750 terahertz (THz) (i.e.;430,000 to 750,000 GH.z!). It 
can thus be seen that the scope and information-carrying capacity of lasers is immense. 
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' Introdnction The first laser using ruby was proposed in 1958 and demonstrated in 
1960, while the first continuously operating laser followed in 1961 'l"d used a mixture 
of helium and neon gases. Since then, a very large number of other materials have been 
found suitable, including the other inert gases, argon and krypton, as well as the 
gallfum arsenide and other semiconductor diodes. 

Rnby laser The ruby laser is similar to the ruby cavity maser, to some extent, in that 
stimulation is applied to raise the chromium atoms to a higher energy level to secure a 
population inversion once again. However, this time pumping is with light, rather than 
with microwave, energy. Also, no magnetic field is required to modify ·the existing 
energy levels because these are already suitable for laser action. The cavity is also 
different, as can be seen from Figure 12-39, This shows that two parallel mirrors ate 
used, one fully silvered and the other partly so, to enable the coherent light radiation to 
be emitted through that end. The mirrors must be parallel to a high degree of accuracy 
and must be separated by a distance that is an exact number of half-wavelengths apart 
(in the ruby, at the desired frequency). Such an arrangement is called a Fabry-Perot 
resonator. The spiral flash tube pumps light energy into the ruby in pulses, which are 
generated by the charge and discharge of a capacitor. Cooling is used to keep the ruby 
at a constant temperature, since quite a lot of the energy pumped into it is dissipated 
into heat, instead of being radiated as coherent light. Although this cooling also helps 
laser action, as it did with the maser, room tel11perature operation is normal. 

Pumping raises the electrons to a high energy level, different from that which 
operated in the maser, since the photon energy is now much higher, because of the 
higher frequency [this is in accord with Equation (12-2)]. Electrons so raised in energy 
may fall back either to the ground state, emitting uncoordinated radiation, or else to an 
intermediate level, as a large number of them do. The energy they lose in the process 
appears in the form of heat and/or fluorescence. The intermediate level is quasi-stable; 
electrons remain at it for a few milliseconds, which corresponds to the pumping period. 
Then their energy rapidly falls to the ground level, with ensuing radiation at the desired 
frequency. The energy discharge from some of the chromium atoms triggers and coor
dinates the discharge from the others, with a resulting correct phase relationship of all 
the photons radiated. A large number of these may not escape through the cylindrical 
sidewalls of the ruby. However, the photons traveling longitudinally are reflected from 
the silvered end walls and travel back and forth, triggering off other atoms. In this 
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FIGURE 12-39 Basic ruby pulsed laser. 
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fashion energy builds up, until it is sufficient to escape through the partly silvered end 
wall, in the form of a very intense short pulse of coherent light .that is almost com
pletely monochromatic (i.e., single-frequency). The ruby crystal is now in its original 
state, ready for the next pumping pulse from the flash tube. 

The beam of light leaving the ruby crystal is very narrow and almost parallel, 
with a divergence of less than 0.1 °. The frequency spread, or line width, is also very 
small, of the order of about I GHz at a center frequency that is roughly 500,000 GHz 
(or 500 THz). However, the efficiency is poor (in the vicinity of I percent), so that 
pulsed operation is preferable, in order to permit the dissipated heat to be removed 
before the next pulse. Cooling also helps, and liquid nitrogen is sometimes used for 
this. If the chromium doping of the ruby is increased, CW operation becomes possible. 
The output level is then only milliwatts instead of the megawatts df,peak power avail-
able with pulsed operation. · 

-It is possible to shorten the pulse duration, without altering the average power 
output of the ruby laser, by the process of Q-spoiling, whose effect is to intensify the 
peakrndiated,pulse power. In this process, also known as..Q-switching, one of the ends 

.. of the ruby rod is made transparent, and the other is left partly silvered. A mirror is 
situated behind the unsilvered end, with a shutter placed in front of i(. The shutter is 
closed during pumping, thus preventing laser action ancj "spoiling'' the Q of the 
Fabry-Perot resonator. This has the effect of greatly helping the population inversion 
and permits an even larger number of electrons to be situated at the intermediate level. 
The shutter is opened at the end of the pumping period. With the second mirror now in 
place, oscillations build up extremely quickly .and produce a most intense flash of very 
short duration; peak powers in excess of 1000 MW are possible. 

Two other.points should now be raised in connection with solid-state lasers. 
The first is simply that the laser is an oscillator, unlike the maser. The second is that 
solid-state lasers are not restricted to using ruby, and other materials have been used to 
produce other wavelengths. These substances include neodymium, glass doped with 
gadolinium and the plastic polymethyl methacrylate doped with europium. The last 
requires ultraviolet pumping and produces a deep crimson light. 

12-9 .4 CW Lasers and Their Communications Applications 
Noncommunications applications of lasers often make the news. They include dis
tance- and speed-measuring equipment, industrial welding, etching (fine enough for 
the manufacture of integrated circuits) and occasional illumination of a ludicrously 
small area of the moon with an Earth-operated laser. Everyone has heard of the three
dimensional holograms possible with lasers, while other lasers have been used in 
optical and other surgery, and still others suggested for military uses. Each of these is 
a valid laser application, but none of them falls into the category of communications 
applications. 

We shall concentrate in this section on those· applications of lasers which in
volve conveying information at a distance. Although it is not essential to have a contin
uous-wave laser for such work, it does help, and so CW lasers will be the only ones 
now dis_cussed. Before they are, together with.a mention of modulation and detection, 
it is worth suggesting where they are likely to be used. In fact, it is unlikely that laser 
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links will ever be used in the same way as microwave links or satellite links. As has 
often been pointed out, too many things interfere with light in the atmosphere: fog, 
dust, rain and clouds can all interfere, and so can flying pigeons. It seems that the most 
spectacular application of laser communications will be in space, while ihe most fre
quentworkaday one is to send information along optical fibers. This application will be 
treated in Section 15-2.2~it will be seen that lasers are used along the coaxial cable 
principles, rather than radio link ones. 

Gas lasers The first CW laser, in 1961 ; was a gas laser using a mixture of helium and 
neon gases. These are still used, and a simplified He-Ne laser- is shown in Figure 
12-40. It operates in a manner similar to that of the ruby laser, with the following 
differences. · 

1. The mirrors must be as close as possible to being ideally parallel; hence the 
bellows of Figure 12-40 which are used for fine adjustment. 

2. The. mirrors must be optically flat, to better than a wavelength, if proper laser 
action is to take place. This is· not as exacting as might at first appear-amateur 
reflector telescope mirrors are normally ground to an accuraGy of one-eighth of a 
wavelength or better. 

3. RF pumping is now required, at a frequency of about 28 MHz for helium-neon. 
Energy is discharged into the gas mixture via the ring contacts shown. 

4. Emission is not at one frequency but at several so-called lines. This behavior is 
due in part to the atomic structure of the gases. 

5. Each of the emission lines is extremely pure, having a line width of only a few 
hertz, each emitted frequency is extremely close to being monochromatic. In 
practical lasers, gas mixtures provide the narrowest lines, _those of solid'state 
lasers are one magnitude wider and the lines of semiconductor lasers are one 
magnitude wider still. 

6. The beam divergence from parallel is similarly less than in a ruby laser. 
7. _ Such multifrequency oscillation is possible because the dimensions of the resona

tor (i.e.; the distance between the mirrors) are very much.greater than a wave-
· length. The behavior is exactly the same as in a simple oversized cavity resonator, 
capable of supporting a large number of modes. 

Because,pumping is continuous, unlike in the solid-state laser, continuous op
eration is possible. The early gas lasers operated in the infrared region and produced a 
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FIGURE 12_,:'Ml_ Schematic diagram of.simple CW gas laser. (Note bellows for mirror 
adjustment.: thisis·the equivalent of cavity tuning.) 
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few milliwatts with low efficiency. Subsequent improvements have.included the use of 
much shorter tubes to give single rather than multiple lines, laser action with greater 
efficiency and in the visible spectrum and, more recently, the use of a mixture of 
carbon dioxide, nitrogen and helium gases. This last device operates in the far infrared 
spectrum at a wavelength of 10.6 µ,m, corresponding to a frequency of 28,300 GHz. 
The process has an efficiency of the order o(20 percent or more, and CW powers as 
high as 1000 W are possible. 

Semiconductor lasers It was discovered in 1962 that a gallium arsenide diode, such 
as the one shown in Figure 12-41, is capable of producing laser action. This occurs 
when the diode is forward-biased, so that effective de pumping is needed (a very 
convenient state. of affairs). Depending on its precise chemical composition, the GaAs 
laser is capable of producing an output. within the range of.0. 75 to 0.9 µ,m, i.e., in the 
near infrared region (light occupies the 0.39 to 0.77,µ,ni range). 

Briefly, tZ,.e device is an injection laser, in which electrons and holes originat
ing in the GaAIAs layers cross the heterojunctions (between dissimilar semiconductor 

· materials, GaAIAs and GaAs in this case) and give off their excess recombination 
energy in the form of light. The heterojunctions are opaque, and the active region is 
constrained by them to the p-layer of GaAs, which is a few micrometers thick, as 
shown. The two ends of the slice are very highly polished, so that reinforcing reflection 

. takes place between them as in other lasers, and a continuous beam is emitted in the 
direction shown. The laser is capable of powers io e~cess of I W, which is far higher 
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FIGURE 12-41 Double heterojunction semiconductor laser. The materials outside the 
parentheses are for a gallium arsenide laser operating in the 0. 75- to 0.9-µm wavelength 
range; those inside parentheses are for an indium gallium arsenide phosphide laser operat
ing over the range of 1.2 to 1.6 µm. 
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than the\! mW, or so, necessary to send along opticJi'.\rs, as wili be seen in Chap-
ter 18, \ . \ 

· The indium gallium arsenide phosphide laser, also illustrated in Figure 12-41, 
is a much more recent development than the GaAs device, having been evolved during 
the late 1970s. The motive force was a desire to produce laser outputs at wa~elengths 
longer than those which the GaAs laser is capable of producing, to take advantage of 
"windows" in the transmission spectrum of optic fibers-these are discussed in more 
detail in Chapter 18. Consequently, the InGaAsP lasers are less well developed at the 
time of writing, andJio many of the world's optic fiber communications ,ystems still 
operate at wavelengths of about 0.85 µ,m, whereas, as will be shown in Chapter 18, 
transmissions at wavelengths of 1.3 or 1.55 µ,m incur significantly less attenuation 
than at 0.85 µ,min optic fibers. By the early to mid-1980s, the teething problems with 
the new laser materials were being solved, and all new lightwave systems were being 
designed for wavelengths of 1.3 µ,m or greater. 

12-9.5 Other Optoelectronic Devices 
Although light'emitting diodes and photodiodes are not quantum-mechanical devices, 
they are·semiconductor devices closely associated with lasers. It is most convenient to 
cover them here ... 

Light-emitting diodes (LEDs) The construction of an LED is similar to that of a laser 
diode, as indeed is the operational mechanism. Once again electrons and holes are 
injected across heterojunctions, and ligit energy is given off during recombination. 
The materials used are the same as for th. corresponding laser diodes, but the structure 
is simpler, there are no polished ends . d laser action does not take place. Conse
quently, power output is lower (perhaiJ one-twentieth) than for the laser, a much. 
wider beam of light results and the light itself is n.o. longer .monochromatic. A small 
lens is often used to couple the output of the LED· to the optic fiber. 

Despite the foregoing, the LED does have a number of advantages over the 
laser. For example, it is a good deal cheaper and tends to be mor~ reliable. Moreove.r, 
the LED, unlike the laser, is not temperature-sensitive, so that it·can operate over a 
· large temperature range without the need for elaborate temperature control circuits 
which the laser may require. In practice, lasers tend to be used in a fairly large propor
tion of practical systems, especially the more exacting OJies, noting that pulse modula
tion is normally used, and the light output of lasers can be pulsed at much higher rates 
than that of LEDs. 

Photodiodes A PIN diode, such as any of the ones shown in Figure 12°33, is capable 
of acting as a phot,odiode. If a large reverse bias, of the order of 20 V or more, is 
applied to such a diode, no current will flow. However, if the diode absorbs light 
quanta through a window on the p side, each quantum will cause an electron-hole pair 
to be created in the intrinsic depletion layer, anci a' corresponding current will flow in 
the external circuit. Within limits, this current will oe proportional to the intensity of 
the impinging light, so that photodetection is taking place. 
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The original photodiode semiconductor was germanium, and it is still used for 
wavelengths in excess of about 1.1 µ,m; for shorter wavelengths silicon is preferred. 
Because of the well-known sensitivity of_germanium to temperature, research is cur
rently taking place among the newer semiconductor materials, such as GaAIAs and 
InGaAs, to find a replacement for-the germanium PIN photodetector. 

Avalanche photodiodes (APDs) A problem with the PIN photcidiode is that it is not 
overly sensitive; no gain takes place in the device, in that a single photon cannot create 
more than one hole-electron pair. This problem is overcome by the ·use. of the ava
lanche photodiode, which, in some respects, operates in a manner similar to the IM-
PATT diode. -

·An APO, such as the one shown iii Figure 12-42, is operated with a reverse 
voltage close to break-dov;n. Like the IMPATT, the APO is capable of withstanding 
sustained break-down. As in the PIN photodetector, a light quantum impinging on the 
diode wilf cause a hole-electron pair to be created, but this time avalanche multiplica
tion can take place, as in the IMPATT, so that the initial electron-hole pair will cause 
several others to be created, with consequently increased current flowing through the 
eternal circuit. The extent of avalanche multiplication can be gauged from the fact that 
a typical APO is 10 to 150 times more sensitive than a PIN photodetector. 
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FIGURE 12-42 Avalanche photodiode construction and schematic. (Note similarity to 
IMPATT diode schematic in Fig. 12-28.) 
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The materials used for APDs are the same as for the corresponding PIN diodes. 
Because the voltage gradiel)t across the APD is so high, electron and hole drift is 
higher than for the PIN diode, and the response time is similarly faster, typically 2 nS 
compared with 5 nS for the PIN diode. It follows that the APD can be used for higher 
pulse modulation rates than the PIN. There is a fairly close correlation between light 
transmitters and receivers in fiber-optic systems. Those less exacting systems which 
u,;e LEDs for transmission are also likely to use PIN photodiodes for reception. The 
systems requiring higher sensitivities and higher modulation bit rates are likely to use 
lasers for transmission and avalanche photodiodes for reception. 

MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

I. A parametric amplifier must be cooled 
a. beca9se parametric amplification gener

ates a lot of heat 
b. to increase bandwidth 
c. because it cannot operate at room tem

perature 
d. to improve the noise performance 

2. A ruby maser amplifier must be cooled 
a. because mase_r amplification generates a 

lot of heat 
b. to increase bandwidth 
c. - because it cannot-operate at room tem

perature 
d. to improve the noise performance 

3. A disadvantage · of microstrip compared 
with stripline is that microstrip 
a. does not readily lend itself to printed cir-

cuit techniques 
b. is more likely to radiate 
c. is bulkier 
d. is more expensive and complex to manu

facture 
4 .. The transmission system using two ground 

planes is · 
a. microstrip 
b. elliptical waveguide 
c. parallel-wire line 
d. stripline 

5. Indicate the false statement. An advantage 
of stripline over waveguides is its 
a. smaller bulk 
b. greater bandwidth 
c. higher power-handling capability 
d. greater compatibility with solid-state 

devices 
6. Indicate the false statement An advantage 

of stripline over microstrip is its 
a. easier integration with semiconductor 

devices 
b. lower tendency to radiate 
c. higher isolation between adjacent cir

cuits 
d. higher Q 

7; Surface acoustic waves propagate in 
a. gallium arsenide 
b. indium phosphide 
c. stripline 
d. quartz crystal 

8. SAW devices may be used as 
a. transmission media like stripline 
b. filters 
c. UHF amplifiers 
d. oscillators at millimeter frequencies 

9. Indicate the false statement. FETs are pre
ferred to bipolar transistors at the highest 
frequencies because they 
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a. are less noisy 
b. lend themselves more easily to integra

tion 
c. are· capable of higher efficiencies 
d. can provide higher gains 

10. For best low-level noise performance in the 
X-band; an· amplifier should use 
a. a bipolar transistor 
b. a Gunn diode 
c. a step-recovery diode 
d. an IMPATT diode 

11. The biggest advantage of the TRAPATT 
diode over the IMPATT diode is its I a. lower noise 
b. higher efficiency 
c. ability to operate at higher frequencies 
d. lesser sensitivity to harmonics 

12. Indicate which of the following diodes \will 
produce the highest pulsed power outi,ut: 
a. Varactor 
·b. Gunn 
c. Schottky barrier 
d. RIMPATT 

13. Indicate which of the following diodes does 
not use negative resistance in its operation: 

1 a. Backward • 
b. Gunn 
c. IMPATT 
d. Tunnel 

14. One of the following is not used as a micro
wave mixer or detector: 
a. Crystal diode 
b. Schottky-barrier diode 
c. Backward diode 
d. PIN diode 

15. One of the following microwave diodes is 
suitable for very low-power oscillators 
only: 
a. Tunnel 
b. avalanche 
c. Gunn 
d. IMPATT 

16. The transferred-electron bulk effect occurs 
in 
a. germanium 
b. gallium arsenide 
c. silicon 
d. metal semiconductor junctions 

I , 

17. The gain-bandwidth frequency of a micro
wave transistor, fr, is the frequency at 

-which the 
a. alpha of the transistor falls by 3 dB 
b. beta of the transistor falls by 3 dB 
c. power gain of the transistor falls to unity 
d. beta of the transistor falls to unity 

18. For a microwave transistor to operate at _the 
highest frequencies, the (indicate the false 
answer) 
a. collector voltage must be large 
b. collector current must be high 
c. base should be thin 
d. emitter area must be large 

19. A varactor diode may be useful at micro
wave frequencies (indicate the false answer) 
a. for electronic tuning 
b. for frequency multiplication 
c. as an oscillator 
d. as a parametric amplifier 

20. If high-order frequency multiplication is 
required from a diode multiplier, 
a. the resistive cutoff frequency must be 

high 
b. a small value of base resistance is re

. quired 
c. a step-recovery diode must be used 
d. a large range of capacitance variation is 

needed 
21. A parametric amplifier has an input and out

put frequency of 2.25 GHz, and is pumped 
at 4.5. GHz. It is a 
a. traveling-wave amplifier 
b. degeperate amplifier 
c. lower-sideband up-converter 
d. upper-sideband up-converter 

22. A nondegenerate parametric amplifier has 
an input frequency J, and a pump frequency 
fp· The idler frequency is 
a.!, 
b. 2!, 
c.J,-fp 
d. fp -,!, 

• 23. Traveling-wave parametric amplifiers are 
used to 
a. provide a greater gain 
b. reduce the number of varactor 'diodes· 

required 
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c. avoid the need for cooling 
d. provide a greater bandwidth 

24. A parametric amplifier sometimes uses a 
circulator to 
a. prevent noise feedback 
b. allow the antenna to be used simultane

ously for transmission and reception 
c. separate the signal and idler frequencies 
d. permit more efficient pumping 

25. The nondegenerate one-p9rt parametric 
amplifier should have a high ratio of pump 
to signal frequency because this 
a. permits satisfactory high-frequency op-

eration 
b. yields a low noise figure 
c. reduces the pump power required 
d. permits satisfactory low-frequency oper

ation 
26. The tunnel diode 

a. has a tiny hole through its center to facil
itate tunneling 

b. is a point-contact diode with a very high 
reverse resistance 

c. uses a high doping level to provide a 
narrow junction 

d, works by quantum tunneling exhibited 
by gallium arsenide only 

27. A tunnel diode is loosely coupled to its cav
ity in order to 
a. increase the frequency stability 
b. increase the available negative resis

tance 
c. facilitate tuning 
d. allow operation at the highest frequen

cies 
28. The negative resistance in a funnel diode 

a. is maximum at the peak jioinLDf the 
characteristic -

b. is available between the peak and valley 
points 

c. is maximum at the valley point 
d. may be improved by the use of reverse 

bias 
29. The biggest advantage of gallium an

timon1de over germanium for tunnel-diode 
use is that the former has a 
a. low~r noise 
b. higher jon mobility 

c. larger voltage swing 
d. simpler fabrication process 

30. Negative resistance is obtained with a Gunn 
diode because of 
a. electron transfer to a less mobile energy 

level 
b. avalanche breakdown with the -high- ·. 

voltage gradient 
c. tunneling across the junction 
"· electron domains forming at the junction 

31. For Gunn diodes, gallium arsenide is pre
ferred to silicon because the former 
a. has a suitable empty energy band, which 

silicon does not have · 
b. has a higher ion mobility 
c. has a lower noise at the highest frequen

cies 
d. is capable of handling higher power-den

sities 
32. The biggest disadvantage of the IMPATT 

diode is its 
a. lower efficiency than that of the other 

microwave diodes ·· 
b. high 110ise 
c. inability to provide pulsed operation 
d. low power-handling ability 

33. The magnetic field is used with a ruby 
maser to 
a. provide sharp focusing for the electron 

beam 
b. increase the population inversion 
c. allow room-temperaiure operation 
d. provide frequency adjustment 

-34. The ruby maser has been preferred to the 
ammonia maser for. microwave amplifica
tion, because the former has 
a. a much greater bandwidth 
b. a better frequency stability 
c. a lower· noise figure· 
d. no need for a circulator , 

35, Parametric amplifiers and masers are simi
lar to each other in that both (indicate false 
statement) 
'a.' must have pumping 
b.· are extremely low-noise amplifiers 
c. must be cooled down, to a few kelvins / 
d. generally require circulators, since they 

are one-port ~evices· 
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36. A maser RF amplifier is not really suitable 
for 

a. using cooling 
b. using Q spoiling 

,a._ radioastronomy 
b. satellite communications 
c. radar. 
d. troposcatter receivers 

c. increasing the magnetic field 
d. dispensing with the Fabry-Perot resona

tor 

37. The ruby laser differs from the ruby maser 
in that the former 

40. Communications lasers are used with opti
cal fibers, rather than in open links, to 
a. ensure that the beam does not spread 

a. does not require pumping 
b. needs no resonator 
c. is ·an oscillator 
d. produces much lower-powers 

b. prevent atmospheric inierference 
c. prevent interference by other lasers 
d. ensure that people are not blinded by 

then 
38 . . The output from a laser is monochromatic; 

this means that it is 
41. Indicate the false statement. The advantages 

of semiconductor lasers over LEDs include 
a. infrared c. narrow-beam a. monochromatic output 
b. polarized d. single-frequency b. higher power output 

39. For a given average power, the peak output 
power of a ruby laser may be increased by 

c. lower cost 
d. ability to be pulsed at higher rates 

; I/ 

REVIEW PROBLEMS 
1. A microwave signal has a purely resistive output impedance of 500 0, and its load is 
matched for maximum power transfer. A negative resistance is now ,placed across the 
circuit, turning it into an amplifier. -If the value of this negative resistance is -200 0, 
what will be the power gain of the amplifier? 
2. If, in Problem 12-1, ·the load and source resistance are now both I 000 0, what must be· 
the value of the negative resistance to give a power gain of 23 dB? 

REVIEW QUESTIONS 
1. With the aid of appropriate sketches, describe basic stripline and microstrip circuits. 

From what previously studied transmission media are they derived? 

2. What are the advantages and disadvantages of stripline and microstrip with respect to 
waveguides and coaxial transmission lines? What are the conditions under which 
waveguides and coax would be preferred? 

3. What are the applications of microstrip and stripline circuits? Which is the more 
convenient to use in hybrid M!Cs? Why?-

4. Discuss the construction and applications of surface acoustic wave devices, illustrat
ing the answer with a sketch of a typical SAW component. 

5. Discuss the high-frequency limitations of transistors, comparing and contrasting them 
with those of vacuum tubes. ·· · ··· -
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6. Illustrating your answer with sketches, descdbe the construction of microwave bi, 
polar and field-effect transistors, 

7. Compare the performance and general construction of hybrid and monolithic MICs. 

8. Discuss the performance and applications of microwave transistors and MI Cs, illus' 
trating your .answer-_with graphs of pow~r _ output _and noise_ versus frequency. 

9. With the aid of suitable sketches, discuss the materials, construction and characteris
tics of microwave varacto_rs. 

10. Discuss briefly the _basic._theory of varactorfrequency multipliers. De_fine the term 
no11lin~ll;r capacitance. 
11._ Discuss the cap,abilities and applicattons Qf varactor and snap,recovery diode fre
quency multipliers. · 

12. What is_a parametric amplifier?Discuss_its fundamentals in full, and s_tate the ways in 
which it differs from an orthodox:amplifier. 

13. Describe then¢ndegenerate negative-resistance parametric amplifier. Show a simple 
circuit-of this device, and explain the_ function of the-idler circuit. 

14. What is the mosn:onimon type of very low-noise parametric amplifier? Show the 
block diagram of such a device, explaining carefully the function of the circulator. Does 

I 

the use of the circulator have any drawbacks? Can its use be.avoided? 

15. Draw the circuit diagram of a·representative-TW-:parametric amplifier, and briefly 
explain how it works.: Why- must the pump frequency be not.too much higher than the 
signal frequency in this type of amplifier? 

16. Discuss the noise performance of parametric amplifiers and the factors-influencing it. 
Why is cryogenic cooling sometimes used? Is -it compulsory? What are the advantages of 
not_ cooling cryogenically?_ 

17. Discuss the advantages and list the applications of parametric amplifiers. Contrast the 
applications of paramps coo_led--by various_ means with :those of uncooled ones. 

18. Using energy-band (Fermi'fevel) diagrams, explain the tunnel-diode characteristic 
(voltage-current curve).·point l;>y poin\, Tak_e it for granted-that quantum-mechanical tun
neling will take place under favorable conditions. 

19. Disc11ss-theproblems C(lnnected with the biasing of a tunnel diode and their solution: 
Illustr~te the discussi?n with a. pra50tical tunnel-diode_ circuit. 

20. Explain why i! is possible to obtain aljlplification by using a device which exhibits 
negative resi~tance:. 

21. Discuss the performance, advantages and applications of tunnel-diode amplifiers, and 
then compare. th,en:i,-.-_in tum, witp each of th~ other microwave lo'Y-n~ise .amplifier~-' 
22. What is the significant and very important difference between the Gunn effect and all 
the other properties of semiconductors? 

23. Explain fully ·tlie Gunn effect,- whereby. negative resistance, and therefore oscilla
tions, are obtainable under certain conditions from bulk gallium arsenide and similar 
semiconductors. Why are Gunn devices called diodes? 

24. Sketch a Gunn diode construction, and describe it briefly. What.are some.of the 
performance figures of which Gunn diodes are capable? 
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25. What are Gunn domains? How are they fonned? What do they do? 

26. How does the domain fo~ation in a Gunn diode respond to the tuning of the cavity to 
which the diode-is connected? Sketch a cavity Gunn oscillator. 

27. Describe the construction, fabrication and encapsulation of Gunn diodes.· 

28. Discuss the perfonnance and operation of (a) YIG-tuned Gunn oscillators; (b) Gunn 
diode amplifiers. 

29. What do the acronyms IMPAIT and TRAPATT stand for? 

30. What are the applications of Gunn ·oscillators and amplifiers? 

31. Draw the schematic diagram of an IMPATT diode, and fully explain the two effects 
that combine to produce a 180' phase difference between the applied voltage and the 
resulting current pulse. 

32. Show an encapsulated IMPATT diode, and discuss some of the practical considera-
tions involved. What is a double-drift IMPATT diode? ·· , \ 

33. Briefly describe the basic operating mechanism ofTRAPATT diodes, using a suita\>le 
sketch. Why is the drifr through this diode much slower than through a comparable 
IMPATT diode? What implications does this have for the operational frequency range of 
the TRAPATT diode? 

34. Compare the perfonnance of IMPATT and TRAPATT oscillators with that of Gunn 
oscillators and amplifiers. Consider. also .their relative applications. 

35. What is the major drawback of avalanche devices? What limitations does this place 
on their applications? 

36. With the aid of a suitable sketch, describe the construction of a PIN diode. What does 
PIN stand for? Briefly explain the operation of this diode. 

37. Discuss the performance and applications of Schottky-barrier diodes; and list the 
· competitors for those applications. · 

38. Write a survey of semiconductor diode and bulk effect microwave generators,! de
scribing briefly the construction, operation, perfonn~ and applications of each. . 

39. How does the backward diode differ from the tunnel diode? What.is this device used 
for? 

40. What is a maser? Whai does its name signify?, What application does it have? 

41. Discuss the fundamentals of the maser, and explain the various levels at which elec
trons may be found, the connection between the pumping frequency and these levels and 
finally what is done to make the electrons reemit the energy they receive from the pump 
source, instead of absorbing it. Why is the maser such a low-noise device? 

. 42. Show the energy levels in a ruby crystal relevant to maser operation. Whatis meant 
. by the terms population inversion and saturation? How does the presence of the magnetic 
fieli"affect the situation? What else can the magnetic field. be used for? 

43. From what point of view·is cooling of a ruby mase.r with liquid helium preferable to 
cooling with liquid nitrogen? Discuss the causes of noise in a maser amplifier, and des 
scribe some of the steps taken in practice to .reduce it. 

44. What are the capabiiities and pe\fo~ance of the maser? 
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45; Discuss. fully the operation of the ruby laser. Show a basic sketch of one. 

46. What ~ the outstanding characteristics of the ruby laser? Describe the -process of 
Q-spoiling ancl its function. What is the big disadvantage of this laser from a communica
tions point of view? 

47. Compare and ·contrast the operation and applications of the gas laser with those of the 
ruby laser. 

48. Briefly explain the operation of a-semiconductor laser, using a sketch showing the 
\ construction of this device. · 

\ - 49. What is the major application of semiconductor lasers? How do GaAs and InGaAsP 
°" devices compare in this regard? 

\. 

' -....._so. How does the performance oflight-emitting diodes compare with that·of semiconduc
tor lasers?_ What are their respective applications? 
·\ 



Pulse Communications · 
Apart fr~m telegraphy, there was hardly ~y'" 
pulse-type communicatJon 1mtil just before 
World War II. Then the advent of television 
and radar quickly changed the picture. Now, 
a lot of telecommunication is in pulse ( digital) 
form, and the proportion is increasing rap
idly. This sharp increase in digital communi
cation, increasingly at the expense of analog 
communication, is caused by two interwork
ing factors. The first is the fact that a lot of 
information to be transmitted is in pulse form 
to start with, and so se,;iding it in that form is 
clearly the simplest technique. The second 
factor has been the advent of large-scale inte
gration, which has permitted the use of com
plex coding systems that take the best advan
tage of channel capacities. Accordingly, it is 
very important to have a good working 
knowledge of the fundamentals of pulse and 
data communications. The former subject is 
covered in this chapter, and the latter in 
Chapter 14. 

To achieve the above aim, this chapter 
is divided into three major parts. The first 
deals with information theory, touched upon 
in Chapter I. This is a discussion of what is 
sent through a communications system, 
rather than the system itself. Until the excel
lent pioneering efforts of Shannon and his 
colleagues, which culminated in the late 
1940s, hardly a;iy such work. had been car
ried out, but now it is commonplace to talk . 

about binary systems, bits, and channel ca
.. padties. These topics will 'x, covered to fa

miliarize students with the measurement of 
information rates and capacities. 

The second section describes various 
pulse modulation systems. Here, we are con
cerned with the transmission of continuous 
( or analog) signals in the form of pulses, by 
use of various sampling techniques. Among 
the systems discussed will be pulse-code mod
ulation (PCM) and delta modulation, both 
much in demand for the transmission of te
lephony and a host of other communications. 
Methods of generating and decoding each of 
. the pulse modulation systems will be intro
'duced. Time-division multiplexing, i.e., the 
sequential sending of pulses from many 
sources through the one channel, will be cov
ered ·in Section 15-1.2, 

Finally, we look at two classes of pulse 
communications. The first is the traditional 
one: telegraphy, which also encompasses 
telex. This is a case of sending words rather 
than speech, generally in one direction only. 
To that extent, it may be thought of as not 
being real time, in the sense that a two-way 
conversation is real time. There is a fair de
gree of latitude in encoding and modulating 
telegraphy-fundamentals of both functions 
will be covered. Finally telemetry is intro
duced as·an important and interesting appli-· 
cation of pulse communications. 
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OBJECTIVES 
Upon completing the material in Chapter 13, · the student will be able to: 

Explain what the .term information system means and how it applies to pulse commu-
nications. 

Identify the different digital codes used in pulse communications. 

Understand and compute the effects of noise and how it affects pulse communica
tions. 

Describe dffferent modulation processes. 

Compare the different types of pulse systems. 

INFORMATION THEORY 

. Information theory is a quantitative body of knowledge which has been established . . 

about "information," to enable systems designers and users to use the channels allo
cated to them as efficiently as possible: It is necessary to assign "information" a 
precise value if one is to deal scientifically with it. For transmission systems, "infor
rriation" means exactly the same as 'it does in other situations, as long·3s it is realized 
that "meaning" is quite unimportant when it comes to measuring the quantity of 
information. This may come as a shock, until one considers the fact that "informa
tion" here is a physical quantity, such as mass. Accordingly, one determines the mass 
of a given object in kilograms, and such mass is not in the least determined by the type 
of material weighed. 

Information theory is thus seen to be the scientific study of_ information and of 
the communications systems designed to handle it. These systems include telegraphy 
(which just about gave birth to information theory), radio communications, computers 
and many other systems concerning themselves with the processing or st.orage of sig
nals, including even molecular biology. The theory is used to establish, precisely and 
mathematically, the rate of information issuing from any source, the infonnation ca
pacity of any channel, system or storage device, and the efficiencfof codes by means 
of which this information is sent. The type of code used in any one case will depend on 
the form and type of information sent and also, most importantly, on the noi,;e prevail
ing in the communications system. 

13-1. l Information in a. Communications System 

Communications system The general communications system has already been de
scribed in detail in the first chapter. It is Shannon's familiar information source
transmitter,. channel, receiver, destination system of Figure 1-d; However, the subject 
was at Hie tit'ne covered as an introduction to commL1;nication systems in general, rather 
than from the point of view of information theory.·., 



486 ELECTRONIC COMMUNICATION SYSTEMS 

The most fundamental idea of infonnation theory is that infonnation is a mea
surable physical quantity, such as mass, heat or any other fonn of energy. This may be 
made quite clear with an analogy 

for example, we can imagine an infonnation source to be like a lumber mill producing 
lumber at a certain point. The channel ·. . . might correspond to· a conveyor syste~ 
for transporting the lumber to a second point. In such a situation there are two impor
tant quantities: the rate R (in.cubic feet per second) at which lumber is produced at the 
mill, and the capacity C (in cubic feet per second) of the conveyor. These two quanti
ties determine whether or not the conveyor system will be adequate for the lumber 
mill. If the rate of production R is greater than the conveyor capacity C, it will cer
tainly be impossible to transport the full output of the mill; there will not be sufficient 
space available. If R is less than or equal to C, it may or may not be possible, depend
ing on whether the lumber can be packed efficiently in the conveyor. Suppose, how
ever, that we allow ourselves a sawmill at the source. This corresponds in our analogy 
to the encoder or transmitter. Then the lumber can be cut up into small pieces in su9h a 
way as to fill out the av~ilable capacity of the conveyor with 100% efficiency. Natu
rally in this case we should provide a carpenter shop at the receiving point to fasten the 
pieces together ill their original form before passiri.g thein on to the consumer. (Cmii
tesy of Encyclopedia Britannica, Inc.) 

The analogy is very apt and sound; both the rate of production of infonnation 
by the source and the carrying capacity of a channel can be measured to detennine 
compatibility. The fact that infonnation can be measured. was one of the earliest and 
most important results of infonnation theory, and on this important basis rriost of the 
other work is established .. 

Measurement of information Having said what infonnation is not (it is not mean
ing), we now state specifically what infonnation is. Accordingly, information is de
fined as the choice of one message out of a finite set of messages. Meaning is immate
rial, in this sense, a table of random numbers ·may well contain as much infonnation as 
a table of world track-and-field records. Indeed, it may well be that a cheap fiction 
book contains more infonnation than this textbook, if it happens to contain a larger 
number of choices from a set of possible messages (the set being the complete English 
language in this case). Also, when measuring infonnation, it must be taken into ac
count that some choices are more likely than others and therefore contain less infonna
tion. Any choice that has a probability of 1, ,i.e., is completely unavoidable, is fully 
redundant and, therefore, contains no infonnation. An example is the letter "ti" in 
English when it follows the letter "q." 

The binary system This system can be illustrated in its simplest fonn as a series of 
lights and switches. Each condition is represented by a one or a zero (see Figure 13-1). 

Each light represents a numerical weight (bit) as indicated. This group repre
sents a 5-bit system which, if all the switches were in the off position, would equal O 
(zero). The total decimal number represented by the four-switch light combinations is 
equal to the decimal number31 (the sum of the bit weights). This method ofon/off can 
be ljlpresented by voltage levels, with a I equal to 5 V and a O equal to O V. This 

I / 
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= 16 + 8 + 4 + 2 + 1 

FIGURE 13-f Basic binary system. 

method provides a sharp (high) signal-to-noise ratio (noise usually being measured in 
millivolt levels) and helps maintain accurate data transmission. The simplicity, speed, 
and accuracy of this system give it many advantages over its analog counterpart. 

13-1.2 Coding 
In measuring the amount of information, we have so far concentrated (?fl a choice of 
one from 2" equiprobable events, using the binary system, thus the number of bits 
involved has· always been an integer. In fact, if we do use the binary system for 
signaling, the number of bits required will always be an integer. For example, it is not 
possible to choose one from a set of 13 equiprobable events in the binary system by 
giving 3.7 bits (log2 13 = 3.7). It is necessary to give 4 bits of information, which 
corresponds to having the switching system of Figure 13-1 with the last three places 
never used. The efficiency of using a binary system for the selection of one of 13 
equiprobable events is 

3.7 -
1/ = 4 X1UO = 92.5 percent 

which is considered a high efficiency. The situation is that a choice of one from 13 
conveys 3. 7 bits of information, but if we are going to use a binary system of selection 
or signaling, 4 bits must be given and the resulting inefficiency accepted. 

At this point, it is worth noting that the binary system is used widely b)Jt not 
exclusively. The decimal system is also used, and Iiere the unit of information is the 
decimal digit, or dit. A choice of one from a set of 10 equiprobable events involves l 
dit of informatio.n and may be made., in the decimal system, with a rotary switch. It is 
simple to calculate that since we have log2 10 = 3.32, 

I dit = 3.32 bits (l 3-l) 

Just as a matter of interest, it is possible to compare the efficiency of the two 
systems by noting that log 10 l 3 = l. l l, and thus the choice of one ·out of )3 equi-.. 
probable events involves l. l l dits .. Following the reasoning of Figure f3-l, !00 
switching positions must be provided in the decimal switching system, so that 2 dits of 
information will be given to indicate the choice. Efficiency is thus 1/ = l .11 /2 x 
100 = 55.5 percent, decidedly lower than in the binary system. Although this is only 
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an isolated instan~; it ·is still true to say that-in general a .binary swttchini or toiling . 
system is more efficient than a decimal system. 

Baudot code If words (not speech-this is a telegraph system) are to be sent by a 
communications system, some form of coding must be used. If the total number of 
words or ideas is relatively .sinall, a different symbol may be used for each word or 
object. The Egyptians did this for words with hieroglyphs, or picture writing, and we 
do it for objects with circuit symbols. However, since the English language contains at 
least 800,000 words and is still growing, this method is out of the question. Alterna
tively, a different pulse, perhaps having a different \Vidth or amplitude, may be used 
for each letter and symbol. Since there are 26 letters in English and, roughly the same 
number of other symbols, this gives a total of about 50 different puises. Such a system 
could be used, but it never is, because it would be very vulnerable to distortion by 
noise. 

If we consider pulse-amplitude variation and amplitude modulation, then each 
symbol in such a system would differ by 2 percent of modulation from the previous, 
this being only one-fiftieth of the total amplitude range. Thus the word "stop" might 
be transmitted as /38/40/30/32/, each figure being the appropriate percentage modula-

. tion. Suppose a very small noise pulse, having an amplitude of-only one-fiftieth of the . 
peak modulation amplitude, happens to superimpose itself on the transmitted signal at 
that instant. Tl!is signal will pe transformed into /40/42/32/34/, which reads "tupq" in 
this systein and is guile meaningless. It is obvious that a better system must be found. 
As _a result of this, almost al_! the_ systems in use are binary systems, in which the 
sending device sends fully modulated pulses ("marks") or rio0pulses ("spaces"). 
Noise now has to compete with the full power of the transmitter, and it will be a very 
large noise pulse indeed that will convert a transmitted mark into a space, or vice versa. 

Since information in English is drawn from 26 choices (letters), there must be 
on the average more than I bit per letter. In fact, since log2 26 = 4.7 and a binary 
sending system is to be used, each letter must be represented by 5 bits. If all symbols 
are included, the total number of different signals nears 60. The system is in use with 

· tele-typewriters, whose keyboards are similar to those of ordinary typewriters. It is 
thus convenient to retain 5 biis per symbol and to have carriage-shift signals for chang
ing over from letters to numerals, .or vice versa. 

The CCITT Nci. 2 code shown in Figure 13-2a is an exampie of how a series of 
five binary signals can indicate any one from up to 60 letters and other symbols. The 
code is based_ on an earlier one proposed by J. M. E. Baudot, the only difference being 
an altered allocation of code symbols"to various letters. In-the middle of a message, a 
word of n letters is indicated by n + I bits; the last bit is used for the space. For 
exainple, the center portion of the message "I have caught 25 fish todaY,' would read 
as in Figure 13-3. The use of codes for the transmission of data will be covered more 
fully in the next chapter. 

A telegraphic code known as the ARQ code (automatic request for repetition) 
was developed from the Baudot code by H. C. A. Van Duuren in the late 1940s,'and is 
an example of an error-detecting code widely used in radio telegraphy. As shown, 7 
bits are used for each symbol, but of the 128 possible combinations that"exist, only 



PULSE COMMUNICATIONS 489 

CCITI-2 code ARQcode 

Figures Letters I 2 3 4 5 

- A ;,,: ff 
- ? B • • • 

' C • • '• 
Who are )'Ou? D • !. 

3 E • 
% F • • • 
@ G • • • 
£ H • • 
• I • • 

Bell J -. • ;,-
( K 

,. 
• • • 

) L • • 
M • • • 
N • • 

9 0 • • 
• p • • • 

- I Q \~ • • • 
4 R • • 

s • • 
5 T • 
7 u • • • 
- V • • • • 
2 w • • • 
I X • • • • 
6 y • • • .. '~ . . 
+ z • • 
Carriage return • 

Line teed • 
Figures shift • • • • 
Letters shift • • • • • 

Space • 
Unperforated tape 

(a) (b) 

i FIGURE 13-2 Telegraphic codes. (a) CCITT-2; (b) ARQ. 
/ 

FIGURE 13-3 Example of use -of CCITT No. 2 code. 

---------------------- --- - ---------- - ----
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those containing 3 marks and 4 spaces are used. There are 35 of these, and 32 of them 
are used as shown in Figure l 3-2b. The advantage of this system is that it offers 
protection against single errors. If a signal arrives so mutilated that some of the code 
groups contain a mark-to-space proportion other than 3: 4, an ARQ signal is sent, and 
the mutilated information is retransmitted. There is no such provision for the detection 
of errors in the Baudot-based codes; but they do have the advantage of requiring only 5 
bits per symbol, as opposed to 7 here. 

The Hartley law The Baudot code was shown as an example of a simple and widely 
used binary code, but it may also be employed as a vehicle for providing a very 
fundamental and important law of information theory. This is the Hartley law and may 
be demonstrated by logic. 

A quick glance at the CCITT-2 code of Figure 13-2a reveals that, on the 
average, just as many bits of information are indicated by pulses as by no-pulses. This 
means of course, that the signaling rate in pulses per second depends on the informa
tion rate in bits per second at that instant. Now the pulse rate is by no means constant. 
If the l.etters ''.Y" and "R" .are sent one after the other, the pulse rate will be at its 
maximum and exactly equal to half the bit rate. At the other end of the scale, the letter 
"E," followed by "T," would provide a period of time during which no pulses are 
sent. Accordingly, it is seen that when information is sent in a binary code at a rate of 
b bits per second, the instantaneous pulse rate varies randomly between b/2 pulses per 
second and zero. It follows that a band of frequencies, rather than just a single fre
quency, is required to transmit information at a certain rate with a particular system. It 
will be recalled from Chapter I that pulses consist of the fundamental frequency and 
harmonics, in certain proportions. However, if the harmonics are filtered out at the 
source, and only fundamentals are sent, the original pulses can be re-created at the 
destination (with multivibrators). This being the case, the highest frequency required to 
pass b bits per second in this system is b/2 Hz (the lowest frequency is still 0). It may 
thus be said that, if a binary coding system is used, the channel capacity in bits per 
second is equal to twice the bandwidth in hertz. This is a special case of the Hartley law 
and is expanded in Section 14-2.2. The general case states that, in the iota/ absence of 
noise, 

c = 2 oflog2 N 

where C = channel capacity, bits per second 

of= channel bandwidth, Hz 

N = number of coding levels 

(13-2) 

When the binary coding system is used, the above general case is reduced to 
C = 2/Jf, since log2 2 = 1. The Hartley law shows that the bandwidth required to 
transmit information at a given rate is proportional to the information rate. Also, in the 
absence of noise, the Hartley law shows that the greater the number of levels in the 
coding system, the greater the information rate that may be sent through a channel. 
What happens when noise is present was indicated in the preceding section, (i.e.,. 

• "tupq" for "stop") and will be enlarged upon in the next section .. M~anwhile; extend
ing the Hartley law to its logical conclusion, as was done by the originator, we have 
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H=Ct 

= 2 oft log2 N 

where H = total in.formation sent in a time t, bits 

t = time, seconds. 

(13-3) 

The foregoing assumes, of course, that an information source of sufficient capacity is 
connected to the channel. · 

13-1.3 Noise in an Information-Carrying Channel 
Noise has an influence on the information-carrying capacity of a channel. This idea 
will now be explored further, as will means of combating noise. 

Effects of noise That noise has some harmful effect has already been demonstrated. 
To quantify the effect, consider again the earlier suggestion that each letter in the 
alphabet could be represented by a different signal amplitude, using 32-scale code. If 
this were done, the information flow would be greatly speeded (according to the Hart
ley law), since each letter would now be represented by one symbol instead of five. 
Unless transmitting power were raised tremendously, noise would cause so many er
rors as to make the multilevel system useless. The truth of this may be shown by 
considering the power required for the binary coding system and for any other system 
under the same noise conditions. 

For a given transmission and coding system, there is such a thing as a threshold 
noise level; as long as noise does not exceed it, practically no errors occur. When a 
binary code is used, noise must compete with the full power of the transmitter to affect 
the signal, and practical results show that a signal-to-noise ratio of 30 dB ensures 
virtually error-free reception. This corresponds to a noise power of 1/1000 of signal 
power, i.e., iuirmsnoise voltage of 1/31.6 of therms signal voltage maximum. Let us 
take this SIN ratio as a practical requirement and consider the effect of this condition 
on increased signaling levels. · 

If it is now decided to double signaling speed by doubling the number of 
amplitude levels to four, the transmitted power will have to be increased to retain the 
30-dB SIN ratio at the receiver. In terms of the maximum permitted amplitude, the new 
levels will be 0, 1/3, 213 and 1, where they were O and I in the binary system. This 
means that the difference in voltage levels is now one-third of what it was, the differ
ence in power levels is one-ninth, and therefore transmitted power must be multiplied 
ninefold when the signaling speed is doubled. Similarly, if an eight-level code is used, 
each amplitude level .difference is one-seventh of the original, necessitating a 49-fold 
increase in transmitting power to return to the original 30-dB SIN ratio. Finally, if the 
proposed 32-level code were used, the power transmitted would have to be increased· 
by a factor of 31 2 = 961. It is easy to deduce that this power increase is logarithmic 
and is given by · 

(13-4) 
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where n = number of levels in the code 

Pn = power required in the n-level code 

P2 = power level required in the binary code 

In noise-limited conditions, the advantage of a binary system is such as to 
outweigh almost all _<J_ther considerations. 

Capacity of a noisy channel The preceding section showed that transmitted power 
must be raised considerably, if a constant signal-to-noise ratio is to be kept when the 
number of coding levels is increased to raise the signaling speed. The Shannon-Hartley 

. theorem gives a formula for the capacity of a channel when its bandwidth and noise 
level are_ known. This capacity is 

C = 8J log2(1 + SIN) 

w_here C ,;, channel capacity, bits per second 

8f = bandwidth, Hz 

(13-5) 

SIN = ratio of total signal power to total random noise power at the input to 
the receiver, within the frequency limits of this channel, i.e., over the 
bandwidth 8f 

The Shannon-Hartley theorem shows a limit that cannot be exceeded by the 
signaling speed in a channel in which the noise is purely random. It may be used as a 
very good approximation for the ultimate channel capacity of most transmission chan
nels, although practical noise distributi_ons are never perfectly random. Example 13-1 
shows the limiting channel.speed for a typical telephone channel to be approximately 
33 kilobits per second. Speeds used in practice over such channels do not normally 
exceed 10.8 kilobits per second (10.8 kbps), as discussed in Section 14-2.2. If the 
ans~er to Example 13-1 is equated with Equation (13-2), it will be seen that 39.8 code 
levels would.be required to reach the Shannon speed limit for this channel, resulting in 
a system that is too complex in practice. 

It would be incorrect to assume that doubling the bandwidth of a noise-limited 
channel will automatically double its capacity, that would be misinterpreting Equation 
(13-5). Consider the following \example. 

1'· ' 
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It is seen from the above example that capacity was increased, but certainly not 
doubled, w_hen the bandwidth was doubled. This implies that useful possibilities of 
trading bandwidth for signal-to-noise ratio exist. Indeed, such tradeoffs ·are often made 
in system design, especially in power-limited situations. If channel capacity seems )ow 
in a given situation, this does not mean that a wanted amount of information cannot be 
sent over a given channel. As Equation (13-3) amply shows, it merely means that 
sending this amount of information takes longer. 

Finally, it must be emphasized that the Shannon-Hartley theorem represents a 
fundamental limitation. The only consequence of trying to exceed the Shannon limit 

· would be an. unacceptable error rate. In practical transmission systems, error rates 
· greater than 1 error in 105 are generally considered not good enough. 

Redundancy The preceding has assumed, although this was not stated explicitly at 
the time, that all messages send_ through the noise-limited channel were unpredictable. 
That is, they were assumed to be random, without any redundancy whatever. If redun
dant messages V'{ere sent,, it is generally possible to work out from context the correct 
version of an erroneous message. Error rates can be very significantly reduced. 

, Redundancy is that which is notessentiiil-it can be removed from a signal and·. 
yet leave the remainder intelligible. All those who have sent telegrams which contain 
only the key words, leaving out all the articles and simple verbs, for instance, will have 
taken advantage of the redundancy in the language to save moneys- The letter "u" 
always follows the letter "q" in English, and so it is fully redundant. Anyone with an 
ounce of imagination could work out the correct spelling of long words if they were 
transmitted with a couple of non-key letters missing. By sending a message over a 
noise-limited channel, from which most redundancy had been eliminated, it would be 
_possible to increase the effective signaling speed quite substantially. 
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It is also possible to go the other way, deHberately introducing redundancy 
because the error rate of a channel is too high. The ARQ 7-bit eode of Section 13-1.2 
can obviously, because of its deliberate redundancy, be used in noise conditions where 
the CCITI-2 5-bit code would be useless. The following chapter will discuss several 
data transmission codes which deliberately introduce redundant bits to permit their use. 
Similarly, when sending numbers over a noisy channel, it would be possible to intro
duce redundancy by sending each number as a triplet. For example, the number 195 
could be sent as 111999555, in the hopes that in marginal noise conditions such redun
dancy would be sufficient to cancel out any errors. 

Redundancy is seen as a means of reducing error rates, sometimes very greatly, 
in noisy conditions. However, because more information is being sent, either it will 
talce longer to send, or it will require a greater bandwidth to send in a given time. If 
the two telegraphic codes are talcen as examples, it is seen that, with a given· band
width, a message in ARQ (7 bits per letter) will talce 1.4 times as long to send as the 
same message in CCITI-2 (5 bits per letter). But notice how the letters are separated 
from each other, in Section 13-3.1. If the difference is between a slower, intelligible 
message, and a faster, useless one, the price is worth paying. 

PULSE MODULATION 

13-2.1 Introduction-Types 
Pulse modulation may be used to.transmit analog information, such as continuous 
speech or data. It is a system in which continuous waveforms are sampled at regular 
intervals. Information regarding the signal is transmitted only at the sampling times, 
together with any synchronizing pulses that may be required. At the receiving end, the 
original waveforms may be reconstituted from the information regarding the samples, 
if these are taken frequently enough. Despite.the fact that information about the signal 
is not supplied continuously, as in AM and FM, the resulting receiver outpu: can have 
negligible distortion. · 

Pulse modulation may be subdivided broadly into two categories, analog and 
digital. In the former, the indication of sample amplitude may be infinitely variable, 
while in the latter a code which indicates the sample amplitude to the nearest predeter
mined level is'sent. Pulse-amplitude and pulse-time modulation are both analog, while 
the pulse-code and delta modulation systems are bot.h digital. All the modulation 
systems to be discussed have sampling in common, but they differ from each other in 
the manner of indicating the sample amplitude. 

The two types of analog pulse modulation, pulse-amplitude and pulse-time 
modulation, correspond roughly to amplitude and frequency modulation. The digital 
systems are quite unlike anytliing that we have so far studied. The reasons why pulse 
modulation is increasingly used instead of the more familiar continuous modulation 
systems will become apparent as the chapter pyogresses. 

Pulse-amplitude modulation (PAM) Pulse-amplitude modulation, the simplest form 
of pulse modulation, is illustrated in Figure 13-4. It forms an excellent introduction to 
pulse ·modulation in general. PAM is a pulse modulation system in which the signal is 
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FIGURE 13-4 Pulse-amplitude modulation. (a) Signal; (b) double-polarity PAM; 
(c) single-polarity PAM. 

sampled al regular intervals, and each sample is made proportional to the amplitude of 
the signal at the instant of sampling. The pulses are then sent by either wire or cable, or 
else are used to modulate a carrier. As shown in Figure 13-4, the two types are 
double-polarity PAM, which is self-explanatory, and single-polarity PAM, in which a 
fixed de level is added to the signal, to ensure that the pulses are always positive. The 
ability to use constant-amplitude pulses is a major advantage of pulse modulation, and 
since PAM does not utilize constant-amplitude pulses, it is infrequently iised. When it 
is used, the pulses frequency-modulate the carrier. 

It is very easy to generate and demodulate PAM. In a generator, the signal to be 
converted to PAM is fed to one input of an AND gate. Pulses at the sampling frequency 
are applied to the other input of the AND gate to open it during the wanted time 
intervals. The output of the gate then consists of pulses at the sampling rate, equal in 
amplitude to the signal voltage at each instant. The pulses are then passed through a 
pulse-shaping network, which gi.ves them flat tops. As mentioned above, frequency 
modulation is then employed, so that the system becomes PAM-FM. In the receiver, 
the pulses are first recovered with a standard FM demodulator. They are then fed to an 
ordinary diode detector. which is followed by a low-pass filter .. If the cutoff frequency 
of this filter is high enough to pass the highest signal frequency, but ·Jaw enough to 
remove the sampling frequency ripple, an undistorted replica of the original signal is 
rerroduced. 
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Pulse-time modulation (PTM) In PTM the signal is sampled as before, but the 
pulses indicating instantaneous sample amplitudes ,themselves all have a constant am
plitude. However, one of their timing characteristics is varied, being made propor
tional to the sampled signal amplitude at that instant. The variable characteristic may 
be the width, position of frequency of the pulses, so that three different types of PTM 
are possible. Pulse-frequency modulation has no significant practical applications anil 
\viii be omitted. The other two forms of PTM will be discussed· below. It should be 
noted that all forms of PTM have the same advantage over PAM as frequency modula
tion has over amplitude modulation. In all of them the pulse amplitude remains con
stant, so that amplitude limiters can be used to provide a good degree of noise immu
nity. 

Sampling theorem The sampling theorem states that, if the sampling rate in any 
pulse modulatiorz system exceeds twice the maximum signal frequency, the original 
signal cun/be reconstructed in the receiver with minimal distortion. The sampling 
theorem is used in practice to determine minimum sampling speeds. Consider pulse 
modulation used for speech. Transmission is generally over standard telephone chan
nels, so that the audio .frequency range is 300 to 3400 Hz. For this application, a 
sampling rate of 8000 samples per second is almost a worldwide standard. This pulse 
rate is, as can be seen, comfortably more than twice the highest audio frequency. The 
sampling theorem is satisfied, and the resulting system is free from sampling error. 

13-2.2 Pulse-Width Modulation 

Introduction The pulse-width modulation of PTM is also often called PDM (pulse
duration modulation) and, less·often, PLM (pulse-length modulation). In this system, 
as shown in Figure 13-5, we have a fixed 8IJ!plitude and starting time of each pulse, but 
\he width of e.ach pulse is made proportidnal to the amplitude· of the signal at that 
instant. In Figure 13-5, there may be a sequence of signal sample amplitudes of 0.9, 
0.5, 0 and -0.4 V. These can be represented by pulse widths of 1.9, 1.5, 1.0 and 
0.6 µ,s, respectively. The width corresponding to zero amplitude was chosen in this 
system to be 1.0 µ,s, and it has been assumed. that. signal amplitude at this point will 

. 0 

lb) 

FIG1JRE 13-5 Pulse-width modulation. (a) Signal; (b) PWM (width variations 
exaggerated). 
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vary between the limits of + I V (width = 2 µ,s) and -1 V (width = 0 µ,s). Zero 
amplitude is thus the average signal level, and the average pulse width of 1 µ,s has been 
made to correspond to it. In this context, a negative pulse width is not possible. It 
would make the pulse end before it began, as it were, and thus throw out the timing in 
the receiver .. If the pulses in a practical system have a recurrence rate of 8000 pulse.s 
per second, the time between the commencement of adjoining pulses is 106/8000 = 
125 µ,s. This. is adequate .not only to accommodate the varying widths but also to 

, permit ti;ne-division multiplexing, as explained in Chapter 15. 
Pulse-width modulation has the disadvantage, when compared with pulse-

··· positif>n modulation (PPM), which will be discussed next, that its pulses are of varying 
width and therefore of varying power content. This means that the transmitter must be 
powerful enough to handle the maximum-width pulses, although the average power 
transmitted is perhaps only half of the peak power. PWM still works if synchronization 
between transmitter and·receiver fails, ~hereas pulse-position:modulation does not. 

Generation and demodnlation of PWM Pulse-width modulation may be generated . 
by applying trigger pulses (at the sampling rate) to control the starting time of pulses 
from a monostable multivibrator, and feeding in the signal to be sampled to control the 
duration of these pulses. ·Toe_.£ircuit dia~ for such an arrangement is shown in 
Figure 13C6. . . 

The emitter-coupled monostable multivibrator of Figure 13-6 makes an excel
lent voltage-to-time converter, since its gate width is dependent on the voltage to which 
the capacitor C is. charged. If this voltage is varied in accordance with a signal voltage, 
a series of rectangular pulses will be obtained, with widths varying as required. Note 
that the circuit does the twin jobs of sampling and converting the samples into PWM. 

It will be recalled that the stable state for this type of multivibrator is. with T1 

OFF and T2 ON. The applied trigger:pulse switches T1 ON, whereupon the voltage at C1 

falls as T1 now begins to draw collector current; the voltage at B2 follows suit and T2 

is swnclied·oFF by regenerative action. As soon as this happens, however, C begins to 
charge up to the collector supply potential through R. After a time determined by the 
supply voltage and the RC time constant of the charging network, B2 becomes suffi
ciently positive to. switch T2 ON. T1 is simultaneously switched OFF by regenerative 

~-------..---....--..--~B+ . 
RL Fixeitariable 

<_+-,---oOut · · . _l 
C 

Ro 
Trigg·er 
-. in 

Ro ~ le,; 
in ,-

FIGURE 13-6 Monostable multivibrator generating pulse-width modulation. 
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action and stays OFF until the arrival of the next trigger pulse. The voltage that the base 
of T2 must reach to allow T2 to tum <in is slightly more positive than the voltage across 
the common emitter resistor Rk. This voltage depends on the current flowing through 
the circuit, which at the time is the _collector current of T1 (which is then ON). The 
collector current depends on the 'bas~ -bias, which is governed by the instantaneous 
changes in the applied signal voltage. The applied modulation voltage controls the 
voltage to which B2 must rise to switch T2 ON. Since this voltage rise is linear, the 
modulation voltage is seen to control the period of time during which T2 is OFF, that is, 
the pulse duration. It should be noted that this pulse duration is very short compared to 
even the highest signal frequencies, so that no real distortion arises through changes in 
signal amplitude while T2 is OFF. 

The demodulation of pulse-width modulation is quite a simple process. PWM is 
merely fed to an integrating circuit from which a signal emerges whose amplitude at 
any time is proportional to the pulse width at that time. This principle is also employed 
in the very efficient so-called class D amplifiers. The integrating circuit most often 
used there is the loudspeaker itself. 

13-2.3 Pulse-Position M9dnlation (PPM) 
The amplitude and width of the pulses is kept constant in this system, while the 
'position of each pulse, in relation to the position of a recurrent reference pulse is varied 
by each instantaneous sampled value of the modulating wave. This means that the 
transmitter musL~end synchronizing pulses to operate tir;,ing circuits in the receiver. 
As mentioned in connection with PWM, pulse-position modulation has- the advantage 
of.requiring constant'transmitter power output, but the disad~tage_ of depending on 
transmitter-receiver synchron!zation/ 

Generation and demodulation of PPM Pulse-position modulation may be obtained 
very simply from PWM, as shown in Figure 13-7. Considering PWM and its genera
tiop again, it is seen that each such pulse has a leading edge and trailing edge (like any 
other pulse, of course). However, in PWM the locations of the leading edges are fixed, 
whereas those of the trailing edges are not. Their position depends on pulse width, 
which is determined by the signal amplitude at that instant. Thus, it may be said that 
the trailing edges of PWM pulses are, in fact, position-moduJated. The method of 
obtaining PPM from PWM is thus accomplished by "getting rid of" the leading edges 
and bodies of the PWM pulses. This is surprisingly easy to achieve. 

Figure 13-?a and b shows, once again, PWM corresponding to a given signal. 
If the train of pulses thus obtained is differentiated, then, ·as shown in Figure 13-?c, 
another pulse train results. This has positive-going narrow pulses corresponding to 
leading edges and negative-going pulses corresponding to trailing edges. If the position 
corresponding to the trailing edge of an unmodulated pulse is counted as zero displace
·ment, then the other trailing edges will arrive earlier or later. An unmodulated PWM 
pulse is one that is obtained when the instantaneous signal value is zero. These pulses 
are appropriately labeled in Figure 13-?b, They will therefore have _a time displacement 
other than zero; this time displacem~nt is proportional to the instantaneous value of the 
signal voltage. The differentiated ~ulses corresponding to the leading ~dges are re-
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FIGURE 13-7 Generation of.pulse-position modulation. (a) Signal; (b) PWM; (c) differen
tiated; (d) clipped (PPM). 

moved with a diode clipper or rectifier, and the remaining pulses, . as shown in Figure 
13-?d, are position-modulated. 

When PPM is demodulated in the receiver, it is again first converted into 
PWM. This is done with a flip-flop, or bi~table multivibrator. One input of the multivi
brator receives trigger pulses from a local generator which is synchronized by trigger 
pulses recei_ved from the transmitter, and these triggers are used to switch OFF one of 
the stages of the flipaflop. The PPM pulses are fed to the other base of the flip-flop and 
switch that stage ON (actually by switching the other one OFF). The period of time 
during which this particular stage is OFF depends on the time difference between the 
two triggers, so that the resulting pulse has a width that depends on the time displace
ment of each individual PPM pulse. The resulting PWM pulse train is then demodu\ 
lated. 

13-2.4 Pulse-Code Modulation (PCM) 
Pulse-code modulation is just as different from the ,forms of pulse modulation so far 
studied as they were from AM or FM. PAM and PTM differed from AM and FM 
because, unlike in those two continuous forms of modulation, the sign_al was sampled 
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\ and sent ·in pulse form. Like AM .:0d FM, they were forms ofanalog communication
in all these forms a signal is sent whi'ch h~s a characteristic that is infinitely variable 
and proportional to the modulating voltag~. In common with the other forms of pulse 
modulation, PCM also uses the sampling technique, but it differs from the others in 
that it is a digital process. That is, instead of sending a pulse train capable of continu
ously varying one of the parameters, the PCM generator produces.a series <if numbers, 
or digits (hence the name digital process).. Each one of these digits, almost always in· 
binary code, represents the approximate amplitude of the signal sample at that instant. 
The approximation can be made as close as desired, but it is always just that, an 
approximation. . ---

Principles of PCM --In PCM, the total amplitude range which the signal may occupy 
is divided into a number of standard levels, as shown in Figure 13-8· .. Since these levels 
are transmitted in a binary code, the actual number.of levels is a power of 2; 16 levels 
are shown.here for simplicity, but practical systems use as many as 128. By a process 
called quantizing, the level actually sent at any sampling time is the nearest standard 
(or quantum) level. As shown in Figure 13-8, shou_ld the signal amplitude be 6.8 Vat 
any time, it is not sent as a 6.8-V pulse, as it might have been in PAM, nor as a 
6,8-JLs-wide pulse as in PWM, but simply as the digit ?,,'because 7 Vis the standard 
amplitude nearest to 6.8 V. Furthermore, the digit 7 is sent at that instant of time as a 
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series of pulses corresponding to the number 7. Since there are 16 Ievels (24
), 4 binary 

places are required; the number becomes 0111, and could be sent as OPPP, where 
P = pulse and O = no-pulse. Actually, it is often sent as a binary number back-to
front, i.e., as 1110, or PPPO, to make demodulation easier. 

As shown in Figure 13-8, the signal is continuously sampled, quantized, coded 
and sent, as each sample amplitude is converted to the nearest standard amplitude and 

. into the corresponding back-to-front binary number. Provided sufficient quantizing 
levels are used, the result cannot be distinguished from that of analog transmission. , 

A supervisory or signaling bit is generally added to each code group represent- I 
ing a quantized sample. Hence each group of pulses denoting a sample, here called a 
word, is expressed by means of n + 1 bits, where 2" is the chosen number of standard 
levels. · 

Quantizing noise If the actual signal is compared with the signal in Figure 13-8, it 
is seen irmnediately that the quantizing process introduces some distortion. This is 
quantizing noise, called noise because errors are random in character. The randomness 
occurs simply.because the difference between the digit sent and. the actual signal at that 
instant is completely unpredictable, i.e., random. 

It will be noted that the biggest error that can occur is equal to half the size of 
the sampling interval. In the system of Figure 13-8, this maximum error is Vn of the 
total signal amplitude range. However, it would be wrong to assume that the signal-to
(quanllzing) noise ratio of this system is necessarily 32: I. This is because neither the 
sig~al nor the insiantaneous quantizing error will always have its maximum value. A 
number of other. considerations affect the result, and quantizing noise for a given 
number oUevels can be calculated only with the aid of statistics. 
. Tli'e obviou·s method of reducing quantizing noise is to increase the number of 

. standard levels until the noise level becomes acceptable. However, more levels require 
more bits to send them, and the work in Section 13-1.2 showed clearly that the band-

. width required is proportional to the number of bits sent per second. In practical 
~ systems 128 levels for speech is considered quite adequate. 

· The effect of increasing the number of standard levels may be seen qualitatively 
with the aid. of the photographs of. Figure 13-9. They were taken off the screen of a 
tel!,vision monitor,. receiving sig11als which had been converted io PCM before being 
sent, and were received as PCM. Since the synchronizing signals (see Chapter 17) 
were also sent in this manner, the number of gradations ·from black to white on each 
picture is less than the n\Jmber of quantizing levels. The photographs show clearly how 

. piciure quality improves as th~ number of levels is raised, until it is very difficult to see 

. any noise iii Figure 13-9d. The effect of insufficient levels in black-and-white televi

. sion is the "contouring" shown (it appears as "confetti" in color TV). It might also be 
'·added that apart from iilustrating the effect of increasing quantum levels, Figure 13-9 
als':' shows how practicable it is to end television via PCM. 

Generation· and Demodulatio-, of PCM Generation of PCM is a complex business. 
Essentially, the signal is sampled and converted to PAM, the PAM is quantized and 
encocled, and supervisory signals are added. 7he sign!l1 is then sent directly via cable, 

\ 
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FIGURE 13-9 · Teievision received via PCM. (a) 4 standard levels; (b) 8 standard levels; 
(c) 16 standard levels; (d) 32 standard levels. (By courJesy of Dr. J... S. Mayo, Bell Telephone 
Laboratories.) 

or modulated and transmitted. Because PCM is highly immune to noise, amplitude 
modulation may be used, so that PCM-AM is quite common. 

At the receiver, the signaling information is extracted, and PCM is translated 
into corresponding PAM pulses which are then demodulated in the usual way. In fact, 
the "quantized wave" of Figure 13-8 would be the output for that signal from an ideal 
PCM receiver. One of the methods of reconverting PCM is most ingenious and simple. 
It may be explained with the aid of Figure 13010. Binary numbers are sent back-to
front to indicate each sample. For example, 3 is sent as 1100 (in Figure 13-10) instead 
of 0011, and 13 is sent as 1011 instead of 1101. 

An integrating RC circuit is used for reconversion in the receiver. The applied 
pulses are fed to the circuit, and it is then sampled and discharged immediately after the 
ari"ival of the last pulse. Also, this circuit has a time constant such that the charge due 
to ·one pulse decays to exactly one-half of its value by the time the next pulse arrives. If 
each pulse has.an amplitude of I V and each pulse or space has a duration of I µ,s, then 
each "last" pulse contributes precisely ·1 V to the total output. In the intervening time 
of 1 µ,s, each "next-to-last" pulse will have decayed to half its original value, so that 
its output contribution is 0.5 V. Again, the contribution of each "third-last" pulse :will 
be 0.25 V, and that of each "fourth,last" pulse will be 0.125 V and so on. The 
indicated pulses will be provided at the output only if a pulse is received in the indi
cated positions. If there is no pulse, then obviously there is no contribution to the 

\ 
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FIGURE 13-10 Reconversion of PCM; shaded areas represent pulses, blank areas no 
pulses. 

output. All that happens is that the voltage due to previously arrived pulses decays to 
half its value, as it is supposed to. 

Tracing the whole chain of events now from the very beginning, we have a 
signaJ wave sampled at regular intervals. At any instant of sampling, its amplitude 
might be 10.1 V; the sampling circuit notes this and converts it to the digit 10, which is 
the nearest standard level in the 4-bit code of Figure 13-8. The coding circuits .convert 
10 into 0101, its back-to-front binary code equivalent, and the pulse train OPOP is 
sent. This is received, demodulated if necessary, and fed as OPOP to the RC circuit. At 
the time this circuit is sampled (and also discharged to permit the next digit to be 
reconverted), the last pulse has only just arrived, and so its contribution to the output is 
I. V. There is. no previous pulse, but the one before that has placed a charge on the 
capacitor which has decayed to 0.25 Vat the sampling instant. The total voltage-taken 
from the capacitor is thus 1.25 V, .which is exactly 1% V; this is the original amplitude 
of 10 expressed in Ys-V units in this example. Similarly, 4 becomes 0.5 V, or "Is V, 
and 15 is 1.875 V, that is, 1% V. As shown fully in Figure 13-10, each binary set of 
pulses has been reconverted into a pulse whose amplitude is proportional to the original 
digit sent. A final auvantage of this method is that it is capable of almost indefinite 
extension. 

Effects of noise Those forms of pulse modulation which, like FM, transmit constant
amplitude signals, are equally amenable to signal-to-noise-ratio improvement with 
amplitude limiters of one form or another. Thus PWM, PPM and PCM have !Iii the 
advantages of frequency modulation when it comes lo noise performance; this/is best 
illustrated by means of Figure 13-11. Figure 13-lla shows the effect of noise being 
superimposed on pulses with vertical sides. It is seen that noise will have no•effect at 
all unless its peaks are so large that they can be mistaken for pulses, or so large 
negatively that they can mask legitimate pulses. This is ensured by the slicer, or double 
clipper, which selects the amplitude range between x and yin Figure 13-11 for further 
transmission, thus removing· all the effects of noise. 

The transmitted pulses in a practical system cannot have siges with perfectly 
vertical slopes. These must "lean," as shown in an exaggerated fashion in Figure 
13-llb. Noise will now su_perimpose itselfon the pulses' sides, and the result may well 
be a change in width or position as shown. This will affect PWM and PPM, but not 
nearly as much as an amplitude change would have affected PAM. The situation is 
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FIGURE 13-11 Effects of noise on pulses. (a) Vertical pulses; (b) sloping pulses. 

virtually identical to that discussed in connection with the noise triangle in Chapter 5. 
Furthermore, the obvious method of reducing the effects of noise in PWM or PPM is 
to send pulses with steeper sides. This will increase the bandwidth required, so that 
these two forms of pulse modulation share with frequency modulation the ability to 
trade bandwidth for improved noise performance. 

Good as these systems are, PCM is much better for noise immunity. As shown 
in Figure 13-llb, sloping pulses are affected by noise, but this does·not matter in PCM 
at all. Provided that the signal-to-noise ratio is not so poor that noise pulses can be 
mistaken for normal pulses or can obliterate them, the effect of .noise on PCM will be 
nil. This is because PCM depends only on the presence or absence of pulses at any 
given time, not on any characteristic of the pulses which could be distorted. It is 
possible to predict statistically the error rate in PCM due °to random noise. Consider a 
channel signal-to-noise ratio of 17 dB, which would be considered pitifully low for any 
other modulation system so far studied. For PCM in a 4-kHz channel, this would yield 
an error rate close to I error in 10,000 characters sent. When SIN = 23 dB, the error 
rate falls to I in about 8 x 108 • Such an error rate is negligible, corresponding to about 
one error every 30 hours in a system sampling 8000 times per second, using an 8-bit 
code, and operating 24 hours per day. 

Since errors will occur in PCM only when noise pulses are large enough, it is 
seen that the digital modulation system does not suffer from a gradual, subtle deteriora
tion. Indeed, pulse-code modulation can be relayed without degradation when the 
signal-to-noise ratio exceeds about 21 dB. This gives PCM an enormous advantage 
over analog modulation in relay systems, since even in the best of analog systems some 
degradation will occur along every link and through every repeater. Since the process 
is cumulative, any such system will have to start with a much higher SIN ratio and also 
use more low-noise equipment en route than would hai1,i_J?.een nee_ded by PCM. The 
ability to be relayed without any distortion and to use poor-quality transmission paths, 
is a very significant incentive to use digital, rather than analog, modulation systems. 

I . 

Companding A simple calculation earlier in this section showed that, with 16 stan
dard levels, the maximum quantizing error is Y,2 of the total signal amplitude range. 
Obviously,\jn a practical system with 128 levels, this maximum error is Yzs• of the total 
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amplitude range. That is quite small and considered tolerable, provided the signal has 
an amplitude somewhere near to the maximum possible. If a sniall signal has a peak-to
peak amplitude which is 1/64 of the maximum possible, the quantizing error in the 
128-level system could be as large as 1/2,• + 1/01 = 'I• of the peak-to-peak value of this 
small signal. A value as high as that is not tolerable. 

· An obvious cure for the problem is to have tapered quantizing levels instead of 
constant-amplitude difference ones. That is, the difference between adjoining levels 
can be made small for small signals, and gradually larger for larger signals. The 
quantizing noise could be "distributed" so as to affect small signals somewhat less and 
large signals somewhat more. In practice, this kind of tapered system is difficult to 
implement, because it would significantly complicate the (already complex) quantizer 
design. There is a suitable alternative. 

1 It is possible to predistort the signal before it is modulated, and "un-distort" it 
after demodulation. This is always done in practice, and is shown in Figure 13-12. The 
process is known as "companding," since it consists of compressing the signal at the 
transmitter and expanding it at the receiver. With companding, exactly the same results 
are obtain,ed as with tapered quantizing, but much more easily. The signal to be trans
mitted is passed through an amplifier which has a correctly adjusted nonlinear tr'lllsf~r 
characteristic, favoring small-amplitude signals. These are then artificially large whe\ 
they are quantized, and so the effect of quantizing noise upon them is reduced·. The 
correct amplitude relations are restored by the expander in the receiver. It should be 
noted that disagreement about the companding law (between the United States and 
Europe) has been a real impediment in establishing ·-worldwide PCM standards for 
telephony. There has at least been agreementthat conipanding should be used, and 
standard converters are available. 

Expansion 
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Transmitter 

Receiver . 
expansion 

H'jn 

. FIGURE 13-12 Companding.curves for PCM. 
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Adnntages and applications of PCM A person. may well ask,. at this stage, ''If 
PCM is·so marvelous, why are any other modulation systems used?" There are three 
answers to this question, namely: 

1. The other systems came first. 
2. PCM requires very complex encoding and quantizing circuitry. 
3. PCM requires a large bandwidth compared to analog systems. 

PCM was invented by Alex H. Reeves in Great Britain, in 1937. When he 
patented it the following year, it was an astonishingly detailed and complete system. 
However, its very complexity prevented its immediate use-there were no really suita
ble electronic devices to implement it. By the end of World War II it was being used in 
a microwave relay system designed and operated by the U.S. Army Signal Corps. 
Soon after the war the system was adapted and evolved for commercial use by the Bell 
System. PCM then received a real boost from a very important paper of Oliver and 
others, in 1948, but it was some 10 years before it was actually used for telephony. Its 
first practical application in commercial telephony was in short-distance, ,nedium
density work, in Great Britain and the United States in the early 1960s. Semiconduc
tors and integration (it was not yet "large-scale" then) made its use practicable. Quite 
a number of new communication facilities built around the world have used PCM, and 
its use has grown very markedly during the 1980s. 

As regards the second point, it is perfectly true that PCM requires much more 
complex .modulating procedures than analog systems. However, multiplexing equip
ment is very much cheaper, and repeaters do not have to be plijced so close together 
because PCM tolerates much worse signal-to-noise ratios. Especially because of very 
large-scale integration, the complexity of PCM is no longer a significant cpst penalty. 

· Although the large bandwidth requirements· still represent a problem, it is no 
longer as serious as it had earlier been, because of the advent of large-bandwidth 
fiber-optic systems. However, the large bandwidth requirements should be recognized. 
A typical first-level PCM system is the Bell Tl digital transmission system in use in 
North America. As described in greater detail in Section 15-1.2, it provides 24 PCM 
channels with time-division multiplexing. Each channel requires 8 bits per sample and 
thus 24 channels will need 24 x 8 + 1 = 193 bits-the extra 1 bit is an additional 
sync signal. With a sampling rate of 8000 per second, a total of 8000 x 193 = 
1,544,000 bps will be sent by using this system. Work earlier in this chapter showed 
that the bandwidth in hertz would have to be at least half that figure, but the practical 
system in fact uses a bandwidth of 1.5 MHz as an optimum figure. It will be shown in 
Chapter 15 that 24 channels correspond to two groups, requiring a bandwidth of 
96 kHz if frequency-division multiplex is used. PCM is seen to require 16 times as 
much bandwidth for the same number of channels. However, the situation in practice is 
not quite so bad, because economies of scale begin to appear when higher levels of 
digital multiplexing are used (see also Section 15-1.2). 

The following considerations ensured that the main application of PCM for 
telephony was in 24-channel frames over wire pairs which previously had carried only 
one telephone conversation each. Their performance was not good enough to provide 
24 FDM channels, but after a little modification 24 PCM channels could be carried 
over the one pair of wires. Since the mid-1970s the picture has changed dramatically. 
First., very large-scale integration reduced costs significantly. Then came the prolhera-
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tion of digital systems, such as data transmissions, which were clearly advantaged by 
not having to be converted into analog prior to transmission and reconverted to digital 
after reception. Finally, fiber-optic systems became practical, with two effects. On the 
one hand, the current state of development of 11sers and receiving diodes is such that 
digital operation is preferable to analog because of nonlinearities (see Chapter 18). 
Huge bandwidths, e.g., 565 Mbps per pair of fibers, have become· available without 
attendant huge costs. The use of PCM in the broadband networks of advanced coun
tries is increasing by leaps and bounds. 

PCM also finds use in space communications .. Indeed, the Marin" IV probe 
was an excellent example of the noise immunity of PCM, when, back in 1965, it 
transmitte.d the first pictures of Mars. Admittedly, each picture took ~O minutes to 
transmit, whereas it takes only 1/,o s in TV broadcasting. The Mariner IV transmitter 
was just over 200,000,000 km away, and the transmitting power was only 10 .W. PCM 
was used; no other system would have done the job. 

Other digitafpnlse modulation systems PCM was the first digital system, but by 
now several others have been proposed. The major ones will not be mentioned, but it 
should be noted that none of them is in widespread use. 

Differential PCM is quite similar to ordinary PCM. However, each word in this 
system indicates the difference in amplitude, positive or negative, between this sample 
and the previous sample. Thus tli.e relative value of each sample is indicated, rather 
than the absolute value as in normal PCM. The rationale behind this system is that 
speech is redundant, to the extent that each amplitude is related to the previous ampli
tude, so that large variations from one sample to the next are unlikely. This being the 
case, it would take fewer bits to .indicate the size of the amplitude change than the 

· absolute amplitude, and so a smaller bandwidth would be required for the transmis
sion. The differential PCM system has not found wide acceptance because complica
tions in the encoding and decoding process appear to outweigh any advantages gained. 

Delta modulation is a digital modulation system.which has many forms, but at 
its simplest it may be equated with the bask form of differential PCM. In the simple 
form of delta modulation, there is just I bit sent per sample, to indicate whether the 
signal is larger or smaller than the previous sample .. This system has the attraction. of 
extremely simple coding and decoding procedures, and, the quantizing process is also 
very simple. However, delta modulation cannot readily handle rnpid amplitude varia
tions, and so quantizing noise tends to be very high. Even with companding and more 
complex versions of delta modulation, it has been found that the transmission rate must 
be close to 100 kb its per second to give the same performance for a telephone channel 
as PCM gives with 64 kbits/s (8000 samples per ,second x 8 bits per sample). Other 
digital systems also exist. 

PULSE SYSTEMS 

This section de.als with two examples or applications of pulse communications. The 
first is telegraphy, which is by far the oldesi form of telecommunications, indeed the 
one that gave birth to the pulse modulation systems just discussed, and also to informa-
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tion theory. The first proposal f<;>r an electric telegraph was made by an anonymous 
. writer to a Scottish newspaper in 1753 who suggested the sending of electric sparks 
over as many insulated wires as there are .letters in the alphabet. The second system is 
an application of pulse modulation. It is telemetry, or the making of measurements and 
automatic transmission of results to some distant point. 

13-3.1 Telegraphy (and Telex) . 

/ 
' / 

--~-------------

Telegraphy is a form of communication that employs typewriterlike machines operat
ing at a maximum speed of about 60 words per minute ( wpm) to send written messages 
from one point to another. In telegraphy, a user lodges a written message for transmis
sion at a telegraph or post office. The message is subsequently transmitted to the office 
nearest to the addressee, and delivered in typewritten form, perhaps after having been 
first telephoned through, if that was part of the request. Telex combines the. above 
system with subscriber dialing techniques, similar to those discussed in Section 15-4. 
The originator of the message composes the address of the message and then its text 
and sends the message, which is automatically routed to the wanted subscriber, and 
printed out by machine. Thus the only difference between telex and telegraphy is in the 
signaling ·method and the actual sending procedure. All other aspects of the two sys
tems are identical and will be considered together under the general title of telegraphy 
in this section. Note that telegraphy and telex, together with facsimile and similar 
systems, are often collectively· referred to as record services. This is because they 
provide a printed record, unlike telephony. 

General system description In either telegraphy or telex, the transmitting teletype
writer produces a set of coded pulses when a given key is tapped. In the _receiving 
mode, the same machine prints out the appropriate letter when a given code is re
ceived. A message is typed out at one end of a link and is printed out at the other end, 
either simultaneously or very soon afterward. The transmitting typewriter also prints a 
copy of what it sends, for checking and filing. Teletypewriters may be of the page
printer or tape-printer form. The former, perhaps the more common of the two, prints 
on a role of paper having much the same width as typing paper. 

To avoid limitations due to the maximum typing speed and efficiency of the 
operator, there is an alternative system in which the message is typed out in advance on 
perforated tape (see also Figure 14-21) or in a word processor, at any convenient 
speed. It can then be transmitted at maximum speed, so that the capacity of the channel 
and the machine are not wasted. 

In the code use\1 for teletype, each character has five binary elements, so that 
the code either resemb'Ies or (what is more likely) is identical to the CCITT-2-code. 
The only exception to this is that most HF radio links use the ARQ code. In practice, 
each element, i.e., each mark or space, occupies 22 ms. In addition each. letter is 
preceded by a 22-ms space and followed by a 31-ms mark, so that each letter occupies 
approximately 71/2 elements, or 163 ms. Since the average telegraphic word is consid
ered as consisting of six letters, it is seen that each word takes I s.to transmit on the 
average; hence. the 60-wpm limit mentioned earlier. 
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From the examples so far given, it would be excusable to think that simple AM 
is used for all radiotelegraphy. Nothing could be further from the truth. AM is a good 
system to use for illustrations and examples, but it is not a very good system for 
transmitting telegraphy over long distances. 

Frequency-shift keying (FSK) It would be quite possible to transmit teletype by the 
ordinary ON-OFF keying of the transmitter. We could use amplitude modulation with 
pulses, ON corresponding to mark and OFF to space. Such a system has the inherent 
disadvantage that there is no real indication for the space. In addition, a system such as 
this would suffer from all the usual ailments of amplitude modulation, as a result of 
which it is never used for automatic telegraphy (it is, of course, widely used for manual 
Morse code CW operation). A system koown as frequency-shift keying is generally 
used instead. 

FSK is a system of frequency modulation. In it, the nominal unmodulated 
carrier frequency corresponds to the mark condition, and a space is represented by a 
downward frequency shift. The amount was 850 Hz in the original wideband FSK 
system designed for HF radio. For transmission by line or broadband systems, the 
current shift is 60 Hz, as laid down in CCITT Rec. R35. This is koown as narrowband 
FSK, or frequency-modulated voice-frequency telegraph (FMVFT). FSK is still often 
used for HF radio transmissions, with a frequency shift that is commonly 170 Hz. As 
with other forms of FM, the main advantage of the wideband system is greater noise 
immunity, while the narrowband systems are used to conserve the allocated frequency 
spectrum. Note that FSK may be thought of as an FM system in which the carrier 
frequency is midway between the mark and space frequencies, and modulation is by a 
square wave. In practice, of course, only the fundamental frequency of the square 
wave is- transmitted, and regeneration talces place in the receiver. 

In the FSK generator, the frequency shift may be obtained by applying the 
varying de output of the telegraph machine to a varactor diode in a crystal oscillator. At 
the receiving end, the signal is demultiplexed (if, as is common, FDM was used to 
send a number of telegraph or telex transmissions together) and applied to a standard 
phase discriminator. From the discriminator, signals of either polarity will be avail
able. After some pulse shaping, they are applied to the receiving teletypewriter. If the 
telegraph transmission is by HF radio, the phase discriminator works at a (fairly low) 
intermediate frequency. although other methods are also possible for demodulation. 
An amplitude limiter is always used in the receiver, to take full advantage of the noise 
immunity of FSK. 

Other transmission methods ON-OFF keying of the transmitter is sometimes used at 
MF but generally only for Morse code. In this system, carrier is present for a mark, and 

1
absent for a space. Some HF transmissions may still use two-tone modulation. This is 

/an AM system. in which the carrier is modu[a·,cd with one tone for a mark, and another 
/ audio for a space. In such HF telegraph transmissions, the two tones are generally 
/ l 70 Hz apart. Neither system has the noise immunity of FSK, 

Phase-shift keying (PSK) is a relatively new system, in which the carrier may 
be phase-shifted by +90° for a mark, and by -90° for a space. In four-phase, or 
quadrature PSK. system, the possible phase shifts are+ 135°, +45°, -45° and -135°, 
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so that 2 bits of information can be indicated instead of one as in the other systems. 
PSK has a number of similarities to FSK. 

Multiplexing Where a telegraph transmission is sent over a single wire pair, or as the 
only modulation on a radio transmitter, no multiplexing is necessary. However, it is far 
more common to send telegraphy (and telex) over channels designed for telephony, 
where the available bandwidth is 300 to 3400 Hz. This is far more than an FMVFT 
channel requires, and so frequency-division multiplex, simiJ.ar to the systems described 
in Section 15-Ll, is often used. For broadband systems, the subdivision of the tele
phone channel is governed by the previously mentioned CCITT Rec. R35. This allo
cates 120 Hz to each telegraph channel, so that 24 channels can be fitted into the 
telephone bandwidth. The nominal carrier frequency is 420 Hz for the lowest
frequency channel, while channel 24 is allocated a nominal carrier frequency of 
3180 Hz. The 120-Hz bandwidth allocated to each channel is quite adequate for the 
60-Hz frequency shift and leaves a further 60 Hz as a guard band. 

Time-division multiplex systems for telegraphy are now becoming widespread. 
As explained in Section 15-1.2, pulses from various transmissions are interleaved in 
time, and here they happen to be pulses for telegraph transmitters. TDM systems 
naturally lend themselves to being used with other pulse-code transmissions, in wholly 
digital systems. It is expected that as many as 128 simultaneous telegraph transmis
sions, time-division multiplexed, could eventually be sent over one telephone channel. 

Telegraph speeds The maximum rate at which intelligence can be transmitted over a 
telegraph circuit is naturally proportional to the bandwidth of the circuit. The band
width, in tum, is governed by the duration of t_he shortest signal element and is in
versely proportional to it. T_his comes about because bandwidth is dependent on the 
pulse repetition rate, and obviously the shorter each pulse, the greater the repetition 
rate per second. As a result of all these considerations, telegraph speed is expressed 
numerically as the reciprocal of the duration in seconds of the shortest signaling ele
ment. The baud is the name given to the unit of telegraphic speed. Thus the speed in 
bauds expresses the numbers of the shortest elements of signal that may occur per 
second. For the system so far described, in which each short element occupies 22 ms, 
the speed in bauds is 

I 
Speed= L 

=----
22 X 10-3 45 bauds 

where L i~ the duration of the shortest signal element. 

13-3.2 Telemetry 

(13-6) 

Telemetry, as the name suggests, consists of performing measurements on distant 
objects. Although hydraulic or wire circuits may be used forthis purpose, this section 
will deal with radiotelemetry only, particularly as this form is now prevalent. The 
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alternatives to radiotelemetry are either having observers on the spot or having some 
form of_multitrack recorders on the site from which data may be collected when conve
nient: However, there are situations in which neither of these alternatives is possible, 
and in fact radiotelemetry arose in the early 1940s from the need to obtain in-flight 
information from fighter aircraft and then early missiles. These had such excellent 
chances of crashing out of control that placing observers or even recorders on board 
was considered too risky. Since it was even then required to monitor sevi,ral quantities 
simultaneously, the demand for multichannel radiotelemetry arose immediately. The 
systems were quickly extended to include remote control of such flights, followed by 
the remote control and light testing of guided missiles, satellite launching and control 
in orbit, and finally control of extraterrestrial probes. Many other applications ofradio
telemetry also exist, including remote-location gathering of meterological data and 
control of petroleum pipeline systems. 

Since radiotelemetry can become quite complex, with problems associated with 
tr.ansmitters, antenna location and orientation, and noise and interference, the oth_er 
two forms of data acquisition are always investigated first. Because of space and 
weight limitations, there is a limit on the total data that ·can be stored, however, and for 
obvious reaso_ns human observers are sometimes unacceptable. As a result, radiotelem
etry is used widely but not indiscriminately. 

Methods Since several channels must always be sent simultaneously in radioteleme
try, and it is impracticable 10· use a different radio link for each, either frequency-divi
sion or time-division multiplexing is always used, or (as shown in Figure· 13-13) both. 

If, for example, telemetry is used with a pilotless aircraft, not all the 
telemetered variables change at the same rate. Airspeed, and altitude change relatively 
slowly, whereas wing flutter and attitude may change quite rapidly. As a result, there is 
need for both narrowband channels for handling the slow variations and (relatively) 
wideband channels for the faster variations. The mixture is achieved by a process 
known as subcommutating, of which a mechanical version is illustrated in Figure 
1~13. . 

Subcommutating consists of taking one of the wideband channels and subdivid
ing it.into several narrowband ones, As it stands, the system uses FDM in general and 
TDM for the subcommutated. channels, and mechanical commutation can be used for 
these because the variation is slow. However, it is equally possible to use FDM for the 
subcommutated channels or else TDM for both. 

Since complex modulation arrangements are in force, some sort of standardiza
tion .is required when describing a given system, and by custom one works from the . 
individual channel. For example, SSB/FM is a system in which each of the channels 
modulates it subcarrier using SSB, and then ali'the modulated subcarriers frequency
modulate the main carrier; this is in fact the FDM system described in Section 15-1.1. 
PCM/ AM means time-division multiplex of pulse-code modulation, with the pulse 
train amplitude-modulating the main carrier. Finally, PWM/AM/FM would be a sys-. 
tern in which the subcarriers are amplitude-modulated by their signals, and in tum they 
frequency-modulate the main carrier. Also, one of the channels has been subcom
mutated, and each of the subchannels is fed PWM. 
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FIGURE 13-13 Radiotelemetry transmitter using frequency-division multiplex with TOM 
for subcommuiation. 

A large number of telemetering systems are used in practice, since rigid stan
dardization has not fully taken place in this field. However, the FM/FM frequency
division multiplexing system is used quite widely in the United States and is extended 
to PAM/FM/FM when subcommutating is needed. It has the advantages of reliability 
and flexibility, but it requires greater bandwidth and carrier strength than the purely 
pulse systems. Systems such as PPM/AM, PWM/FM, PAM/FM and even PCM/FM 
have all been used in certain applications, with varying advantages for each. One of the 
main advantages of the purely pulse systems, such as PCM/AM, is that if subcom
mutation is required; the subcommutator can be synchronized with the main commuta
tor, simplifying circuitry and reducing frequency drifts. 

Typical operating frequencies of radiotelemetry systems are of interest, since 
they affect the performance and design of the equipment. Accoiffinj! to the FCC and 
international regulations and agreements, the frequency bands allotated to radiotelem' 
etry are 216 to 220 MHz and 2.2 to 2.3 GHz. To ensure reliability, space and fre
quency diversity (see Section 6-3.2) are used extensively. . . I 

I 
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MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

1- Indicate which of the following is not a bi
nary code. 
a. Morse 
b. Baudot 
c. CCITT-2 
d. ARQ 

2. To permit the selection of I ou{ of 16 equi
probable events, the number of bits required 
is 
a. 2 
b. log 10 16 
c. 8 
d. 4 

3. A signaling .system in which each letter of 
the alphabet is represented . by a different 
symbol is not used because 
a. it would be too difficult for an operator 

· to m_emorize 
b. it is redundant 
.c. noise would introduce too many errors 
d. too many pulses per letter are required 

4. The Hartley law states- that . 
a. the maximum rate Of information trans

mission depends on the channel band
width 

b. the maximum rate of 'information trans
mission depends ori the depth of modu
lation 

c. redundancy is essential 
d. only binary codes may be used 

5. Indicate the false statement. !n order to 
combat noise, 
a. the channel bandwidth may be increased 

r, b. redundancy may be used 
: c. the. transmitted power may be increased 
d. the signaling rate may be reduced 

6. The most common modulation system used 
for telegraphy is 
a. frequency-shift keying 
b. two-tone modulation 
c. pulse-code modulation 
d. single-tone modulation 

7. Pulse-width modulation may be generated 
a. by differentiating pulse-position modu-

lation 
b. with a monostable multivibrator 
c. by integrating the signal 
d. with a free-running multivibrator 

8. Indicate which of the following systems i_s 
digital. 
a. Pulse-position modulation 
b. Pulse-code modulation 
c. · Pulse-width modulation 
d. Pulse-frequency modulation 

9. Quantizing noise occurs in 
a. time-division multiplex 
b. frequency-division multiplex 
c. pulse-code modulation 
d. pulse-width modulation 

10. The modulation system inherently most 
noise-resistant is · 
a. SSB, suppressed-carrier 
b. frequency modulation 
c. pulse-position modulation 
d. pulse-code modulation 

11. In order to reduce· quantizing no_ise, one 
must 
a. increase the number of standard ampli

tudes 
b. send pulses _whose sides are more nearly 

vertical 
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c. use an RF amplifier in the receiver 
d. increase the number of samples per . 

second 
12. The Hartley-Shannon theorem sets a limit 

on the ·\ 
a. highest frequency that may be sent over ' 

a given channel 
b. maximum capacity of a channel with a 

given noise level 
c. maximum number of coding levels in a 

channel with a given noise level 
d. maximum number of quantizing levels 

. in a channel of a given bandwidth 
13. Indicate which of the following pulse mod

ulation systems is analog. 
a. PCM 
b.. Differential PCM · 

c. PWM 
d. Delta 

14. Companding is used 
a. to overcome quantizing noise in PCM 
b. in PCM transmitters, to allow amplitude 

limiting in the receivers 
c. to protect small signals in PCM from 

quantizing distortion 
d. in PCM receivers, to overcome impulse 

noise 
15. The biggest disadvantage of PCM is 

a. its inability to handle analog signals 
b. the high error rate which its quantizing 

noise intro·duces 
c. its incompatibility with TOM 
d. the large bandwidths that are required 

for it 

REVIEW PROBLEMS 
1. Calculate the minimum number of bits of information which must be given to permit 
the correct selection of one event out of (a) 32 and (b) 47 equiprobable events. 

2. What is the number of bits of information required to indicate the correct selection of 
3 independent, consecutive events out of 75 equiprobable events? 

3. What is the maximum capacity of a perfectly 1noiseless channel whose width is 
120 Hz, in which the value of the data transmitted may be indicated by any one of 10 
different amplitudes? 

4. An HF radio system is used to transmit information by means of a binary code. The 
transmitting power is 50 W, and the noise level at the receiver input is such that the 
consequent error rate is just acceptable. The operator now decides to double the informa
tion flow rate by using a four:level code instead of the binary code. To what level must the 
transmitting power be raised to retain the same e!'ror rate? 
5. At the input to the receiver of a standard telephqne channel, the noise power is '.50 µ,W 
and the signal to power is 20 mW. Calculate the Shannon limit for the capacity of the 
above channel under these conditions, and then when the signal power is halved. 
6. A 2-kHz channel has a signal-to-noise ratio of 24 dB. (a) Calculate. the maximum · 
capacity. of this channel. (b) Assuming constant transmitting power, calculate the maxi-. 
muin capacity when the channel bandwidth is (i) halved, (ii) reduced to a. q~arter of the 
original value. 

REVIEW QUESTIONS 
1. Define and explain information and information theory. What are the aims of informa
tion theory? Why is meaning divorced from information? 
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2. What is the mathematic.al definition of iriformation? What is the difference between 
possibility and probability? 

3. Define the bit of information. What are equiprobable events? Give in full the formula . 
. used to calculate the number of bits of informatiQn required in a. given situation. 

4. Why must a code of the Baudot form be used to send words by telegraph? Why cannot 
a different symbol be used or each separate word or perhaps each letter? 

5. Derive the Hartley law (verbally) for binary codes, using the CCITT-2 code to prove 
the relation. 

6: _Explain why any binary-type code is noise-resistant, and explain why an enormous 
power increase is required when a more complex code is used. 

7. Quote the Shannon-Hartley theorem, defining each term in the formula. What is the 
fundamental importance ·of this theorem? 

8. With the aid of the Shannon-Hartley theorem, explain why doubling the bandwidth of 
a channel, while keeping a constant transmiiting power, will not automatically double, the 
·channel capacity. 

9. What is the fundamental difference between pulse modulation, on the one hand, and 
frequency and amplitude modulation on the other? · · · 

10. What is pulse0 widlh modulation? What other names does it have? How is it demodu
lated? 

11. Define and describe pulse-position modulation, and explain with waveforms how it is 
deri".ed from PWM. 
12. In what way is pulse-code modulation different from other modulation systems, pulse 
or otherwise, previously studied? What makes it a digital system? 

13. Explain fully what pulse-code modulation is. Draw one complete cycle of some 
irregular waveform, and show how ins quantized, using eight standard levels. 

14. Explain what is meant by the ability to trade bandwidth for improved noise perfor
mance, as applied to pulse modulation. Explain why PCM is more noise-resistant than the 
other forms of pulse modulation. 

15. Explain why quantizing noise could affect small-amplitude signals fo a PCM system 
far more than large signals. With the aid of sketches, show how tapered quantizing levels 
could be used to counteract this effect. 

16. What is companding? Why is it used? Why is it preferable to quantizing with tapered 
steps? Illustrate your answer with a sketch of typical companding curves. 

17. What are the advantages and applications of pulse-code modulation? 

18. Briefly describe some digi,tal modulation systems other than PCM. 

19. What is telegraphy? Describe briefly the system and machines used for transmitting 
and receiving it. 
20. How does the 60-wpm limit come about for standard telegraphy? How can it be 
reached even with a slow teletypist? 



Digital Communications 
Data communications became important 
with the expansion of the use of computers 
and data processing, and have continued to 
develop into a major industry providing the 
interconnection of computer peripherals and 
transmission ·or data between distant sites:· 
The terminology, equipment and procedures 
for data communications comprise the sub
ject of this chapter. 

Data communications depend on digis. 
ta! electronics, and so a brief consideration of 
their fundamentals will set the stage for a dis
cussion of other aspects of data transmission. 
Integral to the discussion of digital electron
ics is the subject of the binary number system 
because it is virtually synonymous with. digi- · 
ta! electronics .. 

A brief history of.computer technol- · 
ogy demonstrates the interdependence of this 
field with that of data communications. Data 
communications are at once a support indus-

. try for data processing and an independent 
industry enabling other fields to take ad
vantage of the advances in transmission it 
develops. 

At the heart of data communications 
is the transmission channel, the medium of 
data transfer. The channel has inherent limi
tations which determine its suitability for 
data communications. This chapter will dis
cuss channel limitations and characteristics, 
and it wilf demonstrate the -impact which 
these have on data transmission. Bandwidth, 
frequency, noise, distortion, transmission 
speed and other channel considerations are. 
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the daily fare of the data communications 
engineer .. 

Data is coded prior to being trans
ferred, and it can be appreciated that numer
ous codes are in use. S.ome are specific to par
ticular applications, such as the Hollerith 
code for punched cards, and others are more 
universal, such as the ASCII code for ·general 
data processing. The chapter does not at-

. tempt to discuss all of the data codes, but a 
large and representative sample is presented, 
illustrating the major codes and their 
strengths and limitations. 

!;)ala communication using digital 
data must be very . accurate because the · re
dundancy ·available with analog signals is not 
present with digital signals. Errors can there
fore be catastrophic. To limit the extent of the 
deterioration. which errors impose, much has 
been done to develop error detection and cor
rection mechanisms, and several of these will 
be discussed. 

The data set is the basic equipment of 
data communication, siµce it transforms the 
digital data into signals compatible with 
transmission circuits. The various types and 
capabilities of data sets will be illustrated. 

The chapter concludes with a discus
sion of network techniques. Networking, 
using point-to-point or fixed circuits fcir 
transmission, has become important as a 
method of improving data communication 
efficiency and economy. Accordingly the var
i~us network systems and the popular proto
cols are covered in some detail. 
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OBJECTIVES 
Upon completing the material in Chapter 14, the student will be able to: 

Understand the concept of digital communication, 

Determine answers to addition and subtraction problems using binary arithmetic. 

Identify truth tables and their associated logic gates. 

Recognize and use various types of digital codes. 

Define the term modem and become familiar with its uses. 

Explain the term network protocols and understand its importance in digital communi-
cations. · ' --

DIGITAL TECHNOLOGY 

Digital technology is a branch of electronics and communications which utilizes dis
continuous signals, i.e., signals which appear in discrete steps rather than having the 
continuous variations characteristic of analog signals. The value of digital techniques 
derives from the ability to construct unique codes to represent different items of infor
mation. These codes are the language of computers arid the other types of digital 
electronic equipment which have revolutionized modern society. 

Even though digital technology has been on the scene for only a relatively short 
period of time, it is difficult to remember how life ·was conducted prior to computers 
and their peripherals. Digital technology has become so commonplace today that few 
fields of endeavor remain for which digital processing is not important or even essen
tial. Digital technology is of particular importance when information is to be gathered, 
stored, retrieved and/or evaluated. Digital processing is used so widely because it 
provides economical and rapid manipulation of data. 

14-1.1 Digital Fundamentals 

Comparison of analog and digital signals The meaning of the term "digital" is 
fundamental to an understanding of the benefits of digital technology. Digital data 
must be compared with analog data in order to understand the distinction between the 
two. An analog signal is best illustrated by a sine wave as shown in Figure 14-1. Notice 

FIGURE 14-1 Sine wave; example of an analog signal. 
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that the sine wave is continuous, and the value of the analog signal at any given instant 
can be anywhere within the range of the signal's extremes. 

The digital signal does not provide this continuous representation of the original 
signal. Insiead; the digital signal represents data as a series of digits such as a number. 

, This digital representation cari be considered as a code which approximates' the actual 
value. Various digital systems are available. For example, a digital system which is 
decimal in nature can-be used to represent the sine wave. Tei do this, the range of 
values would be divided into IO levels. The signal would then be sampled at set 
intervals and the appropriate level at that instant would be determined. Since only 10 
levels 'would be available, however, the level which iH:losest would be used for a 
given sample if the signal were not to fall exactly on one of the levels. As shown in 
Figure 14-2, the code could later be used to reconstruct the signal, producing a wave
form similar to the original, with only minor discrepancies. , 
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FIGURE 14-2 Ten-level digitalization. (a) Analog signal is sampled and a code (b) is 
derived; (c) code is ·Used t~ reconstruct original waveform. 
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I 

II i-----i ._______.I J 
FIGURE 14-3 Binary representation of a sine-wa:ve signal. 

The binary system The binary system is based on the binary numbering system. This 
system has only two numbers, 0 and l. If the sine wave is represented by the most 
basic binary system, a I will be generated if the signal value_ is above the halfway 
point. AO will result from signals below the halfway point. Figure 14.3 shows the 
binary representation of the sine-wave signal. A series of the sine-wave cycles would 
generate a series of pulses with spaces between them as shown. 

The word "digital," as it is commonly used in information systems, refers to 
information coded in the form of binary states. A binary code consists of a series of 
binary digits (or "bits") each of which .can' hav~ either of only two values, either a I 

. or a 0. When bits are assembled together into a group of a particularlength (4 bits), 
they form a binary word, sometimes called a byte. A single. bin~ry character can 
represent only two pieces of information, 0 or I. As bits .are assembled into words 
seVera1 bits in length, however, the numbef of code combin~tions increases. A binary 
word 2 bits in length can have four different forms, 00, 0·1, IO and 11, while a 3-bit 
word can have eight code combinations. The number of possible combinations in
creases )Jy powers of 2, so that binary ~ords 8 bits in length have 256 different forms 
and 16-bit binary words provide over 65,000 code combinations. Figure 14~4 illus
trates the decimal value of the bits in a 16-bit binary word. 

If information is reduced to a standard set of codes which can be represented by 
binary words, the information can be handled by digital electronic devices. This is 
what is done in computers and digital processing systems. Digital computer codes arc 
often based on the binary number system. 

14-1.2 The Binary Number System 
The decimal number system, using the base or radix IO, is familiar to most people. The 
digits for the system are defined as the non-negative integers which are smaller than the 
radix. For the decimal system, therefore, the digits are Oto 9. This means that when 
one column of numbers increases beyond 9, the highest single digit, a carry is made to 



. 520 ELECTRONIC COMMUNICATION SYSTEMS 

,· 

~-----~---3276!! 
~---------16384 

~-------- 8192 
~--------4096 
~-------2048 
r-------1024 
~-~---- 512 
~-----256 
------128 

------64 
,----'--- 32 
,'------- 16 

/@i 
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 . 0 ,, 

1 1 1· 1 1 .1 1 ·.1 ·1· 1 ., 1 1 ·l =65,53510 

FIGURE 14-4. ~imal value of a 16-bit binary word. 

the next column while the first column returns t6 zer6. The number 10 results. When 
the first two columns reach 99, carries are made'.from·the first column to the second 
column and from the· second column to the third column and the number 100 results. 
This familiar procedure is illustrated in Figure 14-5. 

The radix of the binary number system is the number 2, so that the digits of the 
binary system are limited to only two, 0 and 1. Therefore, when 1 is added to a binary 
number column, 'the .first count changes the column from O to 1. When one more is 
added, the radix has been reached, so a carry is accomplished to the next column as 
shown in Figure 14-6. The binary number 10, which has the decimal value of 2, 
results. If 1 is added to tlje· 102, the binary number· ll, which has a decimal value of 
3, is.obfained. Adding one to 11 2 requires a.carry .from column one to column two and 

9 9 9 
+ 

9 i;) · First carry 

.,~ 
s o o $econdcarry 

,·,',. 
· 1 0 0 0 Th'ird carry 

FIGURE 14-5 Decimal addition. 

. ,,I 
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+ .12 = + 110 

o n2 "'-;:·.·. 
0 02 .':' 210 

+ 12 ~. t 1,o 

0 .. , 12 = . 310 

0 1 1 - · 
2 - 310· 

. t 12 = + 110 

6o2 = 410 

FIGURE 14-6 . Binary addition . 
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·, 

. a ~arry. from column two to c~lumn three, The iesulting binary numb.eris 100, which 
· has a decimal value of 4, · · '· ' · · · 

Binary/decimal conversion The decimal ~alues of the different places in a 16-bit 
. binary number were .shown in Figure 14-4, They can be used 1(1 determine the decimal 
value of binary numbers, Figure .i4-7 demonstrates a chart"that makes it possible to 
determine ·the decimal equivalent ·of each 1 in a binary number, and to. add these 

. decimal numbers togeth,er to determine the decimal value of the binary number, A 

Column 
A 

2 
4 

8 
16 
32 
64 

128 
256 
512 
1024 
2048 
4096 
~192 
16384 
32768 

FIGURE 14-7 Binary to decimal conversion chart. 

Column 
B 

! 
__ ·-Total. 
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20710 

Remainder 

2 0 7 I 2--1 
1 0 3 I 2--1 

5 I 2--1 
2 5 I 2--1 

2 I 2--0 
6 I 2--0 
3 I 2--1 

I 2-1 

Binary equivalent=Ol 101111 

FIGURE 14-8 Decimal to binary conversion process. 

binary word is entered beneath the binary position line. For each "l" in the binary 
word, the diagonal is followed to the value in column A. These values are entered in· 
the blanks under column B and when added provide the decimal value of the binary 
word. · 

Conversion from decimal to binary uses a different process, whereby the deci
mal number is divided by two and the .remainder recorded each time, as shown in 
Figure 14-8. Since each.division is by 2, a remainder of either I or O must be obtained. 
The conversion is complete when' the division by two c~not continue. 

Binary addition and subtraction Addition of binary numbers foHows the four sim
ple rules shown below: 

02 + 02 = 02 
02+l2=l2 
12 + 02 =·12 
12 + 12= 10, 

· Examples of binary addition are given in Figure 14-9. 

·1 1 0 2 

+ 1 + ·1 . + 1 +1 

1 0 2 1 1 3 

3 0 0 4 
+ + 1 + + 1 

1 0 0 4 1 0 1 5 

. 1 1 15 1 . 15 
. + 1 . + 1 + + 7. 

0 0 0 0 16 1 0 0 22 

FIGURE 14-9 ~inary add_iti~n. 

- -·---------------
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Subtraction of binary numbers can be accomplished by using standard subtrac
tion procedures, but this is not usually done in computer and data transmission sys
tems. Instead, subtraction is accomplished by adding the 2s complement of the subtra
hend to the minuend. The 2s complement is defined as the number which when added 
to the original number will result in a sum of unity. The 2s complement can be obtained 
in a two-step process. First, the ls complement of the subtrahend is obtained by con
verting each digit of the subtrahend to the opposite value. The 2s complement is then 
obtained by adding 1 to the ls complement.. The following example demonstrates the 
process. 

The important point about the binary number system is to recognize that it can 
be used to represent any decimal number. As indicated, all binary numbers will consist 
entirely of Os and ls. This is advantageous for use in digital electronic systems which 

-are designed to utilize binary codes._ When· codes are· based on the binary number 
system, they are computable; thafis; they can be added and subtracted or evaluated to 
determine which is larger. The ·value of this will !Jecome clear later in the chapter. 

) 
14-1.3 Digital Electronics 

Digital devices are based on electronic circuits which can represent two states, ON or 
OFF. The ability to design integrated circuits consisting of thousands of transistors on 
wafer-thin; postage-stainp-sized chips has made digital electronics both feasible and 
extraorditiarily powerful. The circuits are used to ·store, _evaluate, manipulate and mod
ify digital code. Integrated circuitry _has made it possible io design circuits that can 
handle large quantities of digitally encoded data at enormous speeds. 

---------- ------
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. FIGURE 14-10 · Transistor·switch or inverter.·· 

The transistor switch · The fundamental circuit. used with digital· electronics is the 
transistor swiich, illustrated in Figure 14-10 in its simple form. If the base is held at a 
ground potential, the transistorwill,be cut qff; Le., no cu'n:ent will flow and the voltage 
at the collector will'be ·equal:to the. value ofth,fpositive ·supply. When, however, the 
base is made positive, the transistor is turned on and current is conducted between the 
collector and emitter. The collector potential now assumes a voltage close to ground 
since the lciw resistance of-t!le transistor '.forms a:·voltage divider with·'.the collector 
resistance. The output, taken fi:om the collector, will therefore be almost equal to the 
supply voltage when the base Is grounded · and almost at ground potential when a 
positive voliage is applied "io the"base. Iri typical digital terminology, the transistor 
forms an inverter, since its output is high whep. a low voltage is on its input, and vice 
versa. 

Digital gates Another di~ital building blcick is tlie two-input NAND gate. This gate 
will provide a low outplii only when both inputs are high. Figure 14-11 is the schematic 

IN1--<-'r'f 
IN2-l_.J'__.. 

-= 
FIGURE 14'-11 Two-Input NAND gate. 

OUT 
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IN OUT fNl IN2 OUT 

· la) 0 1 fol 0 I 0 1 

1 . 0 0 1 0 

1 ·o 0 

:~. .IN1 IN2 OUT 1 1 0 

(bl .0 0 0 

0 1 0 IN1 IN2 OlJT 

' 1 0 0 (fl. 0 0 0 

1 ., 1 0 1 1 

1 0 1 

IN1 IN2 OUT 1 1 0 

,,, 0 0 0 

·-
0 I 1 IN1 fN2 OUT .. 

·1 0 I ,,, 0 0 , 
1 1 1 ·o , . 0 

, 0 0 

INI IN2 OUT , , 1 

(di 0 0 1 

0 1 1 

1 0 1 

l . 1 0 I;,. 

FlGURE 14-12 Common digital circuits and their·corresponding·truth tables. (a) in
verter; (b) AND gate; (c) OR.gate; (d) NAND gate;· (e) NOR gate; (!) exclusive OR gate; 
(g) exclusive N~R gate. · 

I, . 

of a NAND gate froih the digital family called transistor-transistor-logic (TTL). The 
· NANO gate in the figure uses a "totem-pole'' output stage ·which helps to speed up the 
transition. from low to high. Other digital circuits are created from combinations of 
NANO gates and inverters. Some of the common digital circuits are shown in Figure 
14-12. The trut/, tables next to each of the logic diagrams indicate tlie actions of the 
gates. These basic gates are combined intp more complex .circuits needed fpr data 
processing. 

The tlip:flop One of the intermediate building blocks .of data circuits is the flip-flop, 
or latch. Tlie natch simply accepts an input consisting of either a high or, a low, and 
then latches it onto i~ output. The latch will retain that level untii different input data is 
received. The latch forms a simple memory de~ice retaining data u.ntil the system 

· requires it to be changed. · · · 
A simple flip.flop circuit. ~an be constructed from NANO gates, as shown in 



526 ELECTRONIC COMMUNICATION SYSTEMS 

-

-s R 0 0 
0 

0 1 1 - 0 -

1 0 0 1 

1 1 NO CHANGE 
-

0 
0 0 DISALLOWED 

FIGURE 14-13 _ Flip-flop circuit and its corresponding truth table. 

Figure 14-13. •Such circuits have been integrated, however, and designers usually 
choose the integrated devices. 

The shift register Figure 14~ 14 shows the diagram of a -device called a shift register. 
It is composed of a series of latches so connected that they will successively accept data 
bits and retain them imiil the next bit is received. The shift register shown is capable of 
performing several functions. It can be loaded with data from its parallel inputs, and 
the data can then be clocked out of its serial output. The result is that a stream of 
parallel data bits is converted to a serial stream of successive data bits. In a similar 

- -
manner, it is possible for the device to clock in a string of serial data bits through its 
serial input and then to make these bits available at its parallel outputs._ These serial-to
parallel and parallel-to-serial conversions are imp,artant for data systems and data trans
mission. It should be noted that computer systems deal with data in a parallel form, 
although transmission systems most often require data· to be in a serial form. Thus, in 
order for the computer data to be transmitted and then provided to other computer 
peripherals, it is normally necessary for serial-to-parallel and parallel-to-serial conver
sions to be made. Shift registers and similar devices will be noted.as forming part of the 
data sets and other date transmission devices to be discussed later in the chapter. 

, The microprocessor The microprocessor is a large,scale integrated circuit that has 
revolutionized computer technology. The microprocessor performs all the decision 
making and control functions necessary for computer.operations. At the most elemen
tal level, it is simply a combination of the gates and latches previpusly described. The 
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FIGURE-14-15 Typical microprocessor system. 

power of the microprocessor results from the large number of gates which make up the 
- device and the digital coding designed into-it, which allow many decision options. 
Figure 14-15 is a block diagram of a typical microprocessor. The figure illustrates that 
the microprocessor is a bus-oriented device, i.e., it receives and sends out data as 
parallel binary words over common interconnections. All_ of the devices to which the 
microprocessor is connected share the data bus. Each ·device is permitted to use the 
data bus only when it is sending or receiving data. 

The microprocessor has some latch circuits, called registers, built into it. Code 
words and data words are latched into these registers. Thousands of gates built into the 
microprocessor then cause different actions to take place, depending on the code and 
data words in the registers. The microprocessor performs its actions one at a time. It 
obtains an instruction from its program and places this in the control register. On the 
basis of the act_ion that the instruction requires, the microprocessor will obtain data 
from, or will route data to, the other devices which make up the system. The peripheral 
devices are responsible for converting the incoming data into a form the microproces
sor can use. When the appropriate data word is recognized, the microprocessor will 
carry out some action, e.g., addition_, subtraction, storage and so on. This action is one 
step of data processing. Since the microprocessor can perform data manipulations very 
rapidly, processing of large quantities of data can be done even with small systems. 

The microprocessor communicates with devices which "speak its language." 
That is, devices used,in a microprocessor system must be bus'.oriented and must send 
and receive data as binary words. The use of binary words signifies that the micropro
cessor system requires parallel data. In an 8-bit system, all 8 bits would arrive at the 
data port of the syste~ device at the same time. If data arrives at the data port I bit at 
a time, i.e., in 'serial form, it will be converted before delivery-to the microprocessor. 
The serial data must be converted into parallel data words by the peripheral de~ice. 
These devices wiH be discussed later in this chapter. One typical communications 
application of microprocessors. radio receiver control, is discussed in Section 6-3.3. 
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14~2 FUNDAMENTALS OF DATA COMMUNICATIONS SYSTEMS 

Data communications became important when the rapid transfer of data became both 
necessary and feasible. Data communications emerged as a natural result of the devel
opment of sophisticated computer systems. The milestones in this development are 
now outlined. 

14-2.1 The Emergence of Data Communications Systems 

Computer systems history The early history of the development of computing ma
chines is replete 'with impressive names. The French scientist Blaise Pascal is credited 
with the invention of the first adding machine in !(i42:'His machine was mechanical in 
nature, using gears to store numbers. ·' 

The mechanical model was followed up in 1822 by Charles Babbage, professor 
. of mathematics at Cambridge University in England. Babbage used gears and punched 
cards to produce the first general purpose digital computer, which he called the analytic 
engine, but it was never compl~ted or put into use. 

Census taking· provided the incentive for Herman Hollerith to use punched · 
cards in the first data processing operation. Their successful application to the 1890 
U.S. National Census .demonstrated the value to be realized from automatic data pro
cessing systems. The laborious, time-consuming task of sorting· census data by hand 
was reduced in both time required and effort expended, because punched cards were 
put into the machine which automatically sorted them. 

Howard Aiken of Harvard University combined the mechanical processes of 
Babbage with the punched-card techniques of Hollerith to develop an electromechani
cal computer. The Harvard Mark I, as it was called, was capable of multiplying and 
dividing at rates significantly faster than previously possible. The electromechanical 
nature of the-device, which used punched cards and punched tape for data and control, 
limited its speed and capability. 

The first fully electronic computer was developed at the University of Pennsyl
vania by Dr. John Mauchly and J. Presper Eckert, Jr. The computer used 18,000 
electron tubes to make and store its calculations. Called the Electronic Numerical 
Integrator and Calculator (ENIAC), this device could, in 1946, multiply 300 numbers 
per second (approximately 1000 times as fast as Aiken's computer). As fast as ENIAC 
was, the lack of external control and the bulk and power consumption resulting from 
the use of vacuum tubes precluded large-scale production. 

The milestone which marked the beginning of the modem age of computers 
was the development of the transistor. This device was significantly smaller than the 

-electro be required much less electrical power to operate, and generated very much 
less heat. With the su >sei:juent-<l<welo.11.~ of integrated circuits, it became possible to 
design equipment consisting of hundreds and·thousands of transistors by requiring 

' minimal space. This advance has made computers with amazing speed.and impressive 
capability commonplace. Concurrently with the development of smaller, faste_r, and 
more sophisticated computers, developments in storage devices were also made. 
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Computer systems have been classed into three generations. The first genera
tion consisted of vacuum-tube-based machines. They used magnetic drums for internal 
storage and magnetic tape for external storage. These computers were slow compared 
to modern machines and, owing to their bulk, they required data to be brought to them. 

Second-generation computers using transistors began to appear in 1959. The 
internal storage used magnetic cores, with small doughnuts of magnetic material wired 
into frames that were stacked into large cores. This form of storage represented a 
tremendous increase in speed and reduction in bulk over previous storage methods. 
The external storage in second-generation computers used magnetic disks. This form 
of storage also added to increased speed and greater "online" storage capability as 
compared to magnetic tape systems. 

Beginning in 1964, a third generation of computers began ·to emerge. These 
computers utilized integrated circuits to increase capability and decrease size, while 
integrated technology also provided improved internal storage capability. Solid-state 
memory, being totally electronic, greatly increased the speed and capacity of the inter
nal memory while decreasing its cost and complexity. External memory continued to 
use magnetic disks, which became larger and faster. 

It was stated that early computers required data to be brought to them. This data 
was usually prepared by using punch cards or magnetic tape. The cards or tapes would 
then be carried to the computer where they would be processed. The transfer of data i~ 
this fashion was called batch processing. Transport might be no farther than from the 
next room, or again, it might be from the other side of the world. As each batch of data 
was received, it was placed into line with other batches of data which were processed 
one after another. Reports were generated, files were updated, new tapes were made, 
and the revised data was routed to appropriate locations in the form of punched cards or 
magnetic tape. The inefficiency of such a system is easily seen in retrospect. 

Later-model computers are provided with the capability of handling numerous 
input devices directly. These multitask computers treat the incoming data in much the 
same way as the earlier computers did. Incoming data is received from the various 
input devices and is lined up, or ''queued,'' by the computer. The computer will then 
process the incoming data according to internal procedures. If the computer reaches a 
place with one batch of data where it can link the data to storage, printers or other 
devices, the computer will begin to process another batch. The modern computers are 
so fast in their operation that they can handle many users without the users even being 
aware that others are on the system. This capability has made it necessary for computer 
data to be transported in ways other than by punch cards or magnetic tape. The ability 
of the computer to service many input-output devices simultaneously has made data 
communications essential. 

The rise of data systems It ·was the ability to handle multiple tasks and numerous 
remote terminals which promoted the rise of the data transmission industry. Initially, 
standardization was sought for the interconnections needed between the computer and 
the various peripheral devices. This standardization took the form of standard connec
tors, signaling formats and signal levels. As these standards became recognized by the 
industry, it became desirable to extend them to the transmission media used for me
dium- and Jong-haul transmission of data. 
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The need for transmission standards became really acute when computer facili
ties began to use the telephone system for their transmission requirements. The perva
siveness of the telephone system made it ideal for interconnection of computers with 
remote sites, but one major problem was encountered; because the telephone system 
was designed for voice communication, some modifications were required for data 
transmission. Indeed, rnuch of the current body of data transmission engineering infor
mation is the product of telephone system engineers. Initially, data utilized dedicated 
circuits which could be specifically adapted for data transmission. As the need for data 
transmission increased, howe.ver, it became,advant~geous for data uses to be accom
modated ov.er standard voice-grade channels. Modifications to telephone circuit equip
ment were made, and new devices such as acoustic couplers, which made the tele
phone system accessible for widespread data transmission, were designed. Data 
communication now has its own language, equipment and standards. It is an industry 
in itself and is certainly an integral part of the current computerized society. 

14-2.2 Characteristics of Data Transmission Circuits 

Bandwidth requirements Data fo most instances consists of pulse-type energy. The 
data stream is similar to a square-wave signal with rapid transitions from one voltage 
level to another, with the repetition rate depending on the binary representation of the 
data word. For instance, if an 8-bit word has the value 01010101, the resulting voltage 
graph would appear as a series of four square waves with each negative half-cycle 
equal to each positive half-cycle. If, however, the data word has the form 00001111, 
the voltage graph would appear as a single square wave with negative and positive 
half-cycles equal but longer than the first example. Figure 14-16 shows the voltage 
graphs for these and other binary words. It can be seen that data circuits must provide a 
bandwidth for the data transmissions they carry. This will be governed by th.e pulse rate 
variations just explained, and by the fact, indicated in Chapter I, that even a single 
square wave occupies a frequency range because of the harmonics present. 

Since many data transmissions utilize telephone channels, the bandwidth of the 
telephone is an appropriate consideration. As shown in Sections 4-3.1 and 15-Ll, the .,. -~. 

~t n n n r::: 
Code=01010101 Code =00001111 

Code=10011000 Code=00110011 

FIGURE 14-16 Digital code waveforms showing frequen~y variations for different codes. 
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internationally accepted standard telephone channel occupies the frequency range of 
300 to 3400 Hz, this referred to within the industry as a 4-kHz channel. In certain 
difficult or expensive applications, such as HF radio or some submarine cables, 3-kHz 
circuits, in which the frequency range is 300 to 2800 Hz, are used. Neither channel 
will encompass all the audible spectrum, but each will cover the range into which 
speech falls and convey enough of the components of speech to ensure intelligibility 
and voice recognition. The signals which fall outside the,channel bandwidth are attenu
ated by filters so that they will not interfere with other signals. 

When data is sent over telephone channels, the speed must be limited to ensure 
that the bandwidth required by the data transmission will not exceed the telephone 
channel bandwidth. The faster the data is transmitted, the greater the bandwidth will 
need to be to accommodate it. 

Data transmission speeds The rate of data transfer depends on several aspects of the 
transmission channel, of which signaling speed is very important. Transmission engi
neers often refer to the transmission speed of a communications channel as the chan
nel's baud rate. The baud (defined in Section 13-3.1) is an important unit of signaling 
speed. In a system in which all pulses have equal duration, the speed in bauds is equal 
to the maximum rate at which signal pulses are transmitted. This should be recognized 

. as different from information bit rate. In a system which uses only one informati\)n bit 
per signaling pulse, i.e .. , a binary system, the baud rate and the bit rate happen to be the 
same. In systems which· encode the data in s~ch a way that m!)re than one information 
bit can be placed on each signaling pulse, the information bit rate will exceed the baud 
rate. 

To relate baud rate to bandwidih, the observations of the twentieth-century 
electrical engineer Nyquist are used. Nyquist determined that one cycle of a transmis
sion can contain a maximum of two bauds. This relation was derived in Section 13-1.2, 
in a slightly different context. The result is that the maximum signaling speed in bauds 
is equal to twice the bandwidth of the channel. This is theoretical and could be 
achieved only in an ideal channel which had no noise or distortion. 

As indicated above, the baud is a unit of signaling speed, but information 
transfer can occur at a rate equal to or different from .the baud rate. Multilevel and 
encoded data elements can be used to provide information transfer rates at speeds 
greater than the baud rate. In the Bell system 201A and. 20IB data sets, for example, 
data streams are converted to 2-bit pairs. Each 2-bit pair can have only one of four 
values, 00, 01, 10 or 11. Each of the 2-bit pairs is converted to a phase value in the data 
set, 00 being represented by 90 degrees, 01 by 180 degrees, 10 by 270 degrees, and 11 
by O degrees. Each of the 2-bit elements is called a dibit.This is, therefore, a four-level 
code. Dibit-encoded data can be transmitted by.using half the number of bauds re
quired for the nonencoded data. 

Multilevel encoding is used to increase information transfer, but it has draw
backs. It compromises the ability to detect code values reliably, since there are multi
ple values for each signaling element, which previously had only two: ON or OFF. Even 
with this limitation, given a relatively noiseless and distortionless transmission chan
nel, multilevel coding can provide valuable transmission-efficiency improvements. 
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Equation (13-5) gave the formula for the maximum capacity for a noisy channel 
with a given noise level. This formula provides the ideal expectations, which are not 
realizable in practice. Nonetheless, the Sl,lannon-Hartley law does set the upper limit 
for a channel and encourages continued coding improvements to increase channel 
capacity. For instance, if Example 13-2 is recalculated for a voice-grade channel with a 
3100-Hz bandwidth and a signal-to-noise ratio of 30 dB, the Shannon-Hartley maxi
mum bit rate of 30,800 bps is obtained for this standard channel. The data rates of 
common systems are limited to a maximum rate of about 10,800 bps for a voice-grade 
channel. Faster data rates are prevented by noise other than random in the channel and 
other channel limitations. The advantages of faster data rates over voice-grade chan
nels must be weighed against the design and implementation cost of advanced data 
communications systems. 

Noise The Shannon-Hartley law is related to random noise, but impulse noise can also 
be harmful to signals. The sampling theorem ( see Section 13-2. l) shows that all values 
of a signal can be determined by sampling the signal at a rate equal to at least twice the 
bandwidth. Noise affects this sampling process because the noise pulse will be inter
preted as a data bit (see Figure 14~17), if the noise impulse occurs at the time a sample 
is taken, and has an amplitude equal to or exceeding the minimum level recognized by 

.:·ihe system as a mark. The potential for impulse noise to become a source of errors 
increases with the number of levels of each code element. To achieve the 30,880-bps 
rate mentioned in the above example, it may be shown that five levels would be 
required for each code element. A noise-free channel would b" necessary to preclude 
noise-induced data errors, but noise-free channels do not exist in practice. It is noise, 
among other impairments, which tends to limit the actual 4-kHz channel data speeds to 
10,800 bps or less. · 

The effect of noise on the data channel can be reduced by increasing the signal
to-noise ratio. For an ideal 3-kHz channel, the Nyquist rate (twice the bandwidth, as 
discussed) would be 6000 bps. A binary system using this channel would require a 
minimum signal-to-noise ratio of 3: l, or 4.8 dB. This is-calculated by using Equation 
(14-1), as follows: 

SIN = 2NR!lf _ 1 

where SIN = Signal:to-noise ratio 

NR = Nyquist rate 

Sf = Channel bandwidth 

:t 
Noise pulses 

,M, C 
FIGURE 14-17 Data stream with noise pulse. 

(14-1) 
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For the ideal 3-kHz channel: 

SIN = 2600013000 - 1 
-=3 or3:l 

To obtain the decibel value: 

dB = 10 log SIN 
= 10 log 3 
=4.8 
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It can be shown that a system using a three-level code must have a signal-to-noise ratio 
of 8.5 dB, or 3.7 dB greater, for equal performance in the same channel. A four-level 
code requires a signal-to-noise performance of 11. 7 dB. Improvement in the signal-to
noise ratio makes use of multilevel encoding feasible. 

Crosstalk Any transmission system which conveys more than one signal simultane
ously can experience crosstalk, which is interference due to the reception of portions of 
a signal from one channel in another channel. This is common in multiplexed systems 
in which inadequate procedures are employed to ensure that overmodulation of the 
various carriers of the multiplexed groups is prevented. In modern transmission sys
tems which convey many channels of voice and data simultaneously, the systems will 
become "loaded," or heavily utilized, so that the control of levels of the individual 
channels and the group levels becomes very important in order to preclude crosstalk. 
Data transmission engineers have developed specific level-setting parameters to ensure 
that as the circuit loading increases, crosstalk will notbecome a problem. 

Crosstalk interference can also occur through electromagnetic interaction be
tween adjacent wires. If the wires of two signal-carrying circuits run parallel with each 
other, it is possible for· the signal from one circuit to be induced by electromagnetic 
radiation into the second circuit. This phenomenon becomes more pronounced when 
the length of parallel circuits is extensive. This type of crosstalk is reduced by using 
twisted pair cables and balanced circuits along with shielding. 

In a balanced circuit, a transformer is placed at each end of the circuit. The 
transformers are carefully constructed to provide a center tap which is at the ex'act 
electrical center of the winding which connects to the transmission circuit. The center 
taps at each end are grounded. As shown in Figure 14-18, if twisted pair cables are 
used for the transmission circuit, noise or signals from other circuits will be induced 

Twisted pair cable }) 
lflGURE 14-18 A balanced transmission circuit using transformers and twisted-pair 
cable. Solid arrows indicate in-phase signals; dashed arrows depict out-of-p)tase noise or 
crosstalk. 
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into both wires at equal levels. When the crosstalk or noise reaches the transformer, it 
enters as out-of-phase signals from the two wires and cancels out in the transformer 
windings. The circuit signal, however, enters the transformer in phase. Each side of 
the transformer forms a circuit with ground and the signal transfers through the trans
former intact. The crosstalk and noise are reduced, but the signal is unaffected. 

Another way to reduce crosstalk is to use shielded cables. If the twisted pairs 
are placed inside a braided or metal foil shield, the induction between pairs cannot take 
place as easily. The shields are grounded to drain off the induced signals and noise. 

Echo suppressors As discussed in Section 15-4.3, echo suppressors or echo can
cellers are used on long-distance ·circuits, in an effort to overcome echoes caused by 
circuit imbalances. This is of significance to data transmission because a lot of it occurs 
over the public switched telephone network, nationally and iniemationally. 

Although the use of echo suppressors improves voice communications, it is 
incompatible with data transmission. Because a lot of data transmissions are bothway, 
or quickly alternating from one direction \o the other, they require the capability of 
bidirectional transmission at standard levels, or at least rapid response and interrupt 
capability. For this type of operation to be accomplished, it is necessary to disable the 
echo suppressor. In fact, so-called "tone-disablable" echo suppressors have been de
signed to accommodate the needs of data users. If a 2025-Hz tone is applied to the line 
for approximately 300 ms prior to the start of transmission, such an echo suppressor 
will be disabled and bidirectional communication can proceed. If a gap in the transmis
sion greater than 100 ms occurs, the echo suppressor will be .reactivated. 

Distortion Communication channels tend to react to signals of different speeds within 
their bandpass in different ways. Specifically, signals of different frequencies can be 
passed by the channel with different values of amplitude attenuation and at different 
propagation speeds. The result is distortion. 

Of great importance to systems using phase modulation is phase delay ( or 
envelope delay) distortion .. Phase delay distortion occurs in a channel when signals of 
one frequency are passed through the circuit at a different speed than other signals. The 
resulting distortion can take the form of intersymbol interference. Since characters 
which have lower-frequency components pass at a different speed than data characters 
with high-frequency components, it is possible in higher-speed circuits for portions of 
one character to enter or remain in the time slot allocated to other characters. 

Equalizers Phase delay distortion can be reduced to acceptable levels by using equal
ization on the channel. As shown in Figure 14-19, it is possible to plot the delay 
characteristics of the channel and insert an equalizer which can be adjusted to compen
sate for the delay abnormalities. The result is a channel relatively free of phase delay. 

Equalizers can be obtained which are automatic in nature. These equalizers 
precede data transmission with a short "training period" during which test pulses are 
used to determine the delay characteristics of the channel. The equalizer automatically 
varies its delay characteristics while sampling the return signal to determine when the 
channel delay plus equalizer delay reach proper tolerances. At that time, data transmis
sion commences. The data is thereafter sampled during transmission to ensure that 
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F1GURE 14;19 Circuit equalization. 

equalization settings are appropriate, with modifications made as reqi,ired. This type of 
equalization is called adaptive equalization. 

Preset equalization or· conditioning follows the same processes as adaptive . . 
equalization except that the equalization is set prior to transmission and then updated 
only during breaks in transmission, using special test sequences. This is.not as flexible 
as adaptive equalisation, since the transmission must be interrupted to permit transmis
sion of test data sequences whenever the channel characteristics alter. However, it is 
quite acceptable for dedicated circuits with fixed terminations. It is possible to lease 
national or international circuits that have been conditioned to domestic or international 
standards. Understandably, though, such circuits are more expensive than unequalized 
circuits. 

14-2.3 Digital Codes ... 
Various types of equipment are used in computer systems to send and receive· .q;j!~.~ :\ 

" 
keyboards,- video terminals, printers, paper tape punches and readers, paper tjird' 
punches and readers, and magnetic storage devices. Each of these types of equip~nt 
generates· and receives data in the form of codes. The fact that all use encoded da,ta., 
however, does not mean that all use the same code. Indeed, several codes exist and:~,,: 
common among digital data systems. The reasons for more than one encoding system 

· are __ several. . _ _.,._- .. 
Codes evolved during the development of data systems. Some of these codes 

replaced existing codes, but as new encoding systems developed, the previous systems 
continued alongside the new codes. · · · · 

Standardization is not easy to accomplish. It is difficult to convert all, users to · 
a single coding scheme, since some codes are advantageous for one use although others 
are better for different applications. Adopting naiionwide and especially worldwide 
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standards is normally a lengthy and sometimes frustrating process. As in many other 
. areas, the marketplace and politics make the ultimate decision. · 

The capability of modern data systems has reduced the necessity of establishing 
a single encoding scheme. Modern computers can easily deal with different codes by 
simply converting them to the code used by the computer. With speeds of several 
million operations per second for many current computers, the time invested in code 
translation is negligible. The result is that several encoding systems are in use within 
data systems and can be expected to continue in use for some time. It is necessary, 
therefore, that these major encoding systems be g\ven due consideration. 

The Baudot code Named for the telegraph pioneer, J. M. E. Baudot, the Baudot code 
is a 5-bit code w.hich has been used in telegraphy and paper-tape systems. With only 5 
bits available, the basic code is limited to 32 different code combinations (52 = 32). 
Shift codes have been incorporated into the Baudot code to indicate whether a code is 
upper- or lowercase. This increases the number of code combinations to 64, of which 6 
are used for function codes, leaving only 58 available codes. The alphabet, numbers 
and functions require 42 of these 58. This limits the ability of the_ Baudot code to 
provide extra punctuation and computing codes. Figure 14-20 shows the Baudot en
coding scheme. Another limitation of the Baudot code is evident in the figure: the code 
is not sequential, limiting its ability to be used for computation. 

· Early teletypewriter machines used the Baudot code for intercommunications. 
Many of these machines incorporated a paper-tape punch and reader mechanism in 
their systems. Figure 14-21 illustrates the use ofa Baudot code with·paper tape. The 
use of shift characters to indicate that succeeding characters are letters or figures is also 
shown. 

/ 3 - ' I 8 /- ' • <ID 9 0 1 4 ,, 5 7 (j) 2 I 6 + - I I I I I ,, 
$ 3 v, & 8 1 Y2 3A • Ya 9 0 1 4 e", ,5 7 3/e 2 I 6 .. 

$ 3 ! & # 8 1 ( ) • 9 0 1 4 ee, ,5 7 ; 2 I 6 .. II I t• < = 
D E F G H I J K L M N 0 p Q R s T u vw X y z TAPl(SYMBOLS ONLY 

XX X X X X X X XX XX XX 

X 

X X X X X X X X XX X XX X 
X X X X XX X X X X X XX X X 
XX XX X XX X X X X X X 

X X XX X X X X X XX X X XX 

FIGURE 14-20 The Baudot code. This 5-element code uses letter shift and figure shift 
symbols to expand the number of combinations it can provide. Line A, weather symbols; 
line B, used for fractions; line C, used for communications. 
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FIGURE 14-21 Baudot code as punched into paper tape. 

The binary code Binary encoding fonns the basis of several coding schemes. If 
straight binary encoding is used, 256 different combinations are possible for an 8-bit 
character. Binary encoding is noLused unmodified in many situations, however, for 
several reasons. Although 256 combinations are a~ailable, this is_inadequate for repre
sentation of large numbers. Also, it was learned early that errors can occur during 
transmission of data, but the use of an unmodified 8-bit,binary code did not pennit any 
means of error detection. The most useful code would incorporate an error-detecting 
bit, called a parity bit. For use with numbers, the binary code was modified so that 
only the lower 4 bits were needed. This system, called binary-coded-decimal (BCD), 
counts binarily from O to 9, as shown in Figure 14-22. The sequence uses a second 
8-bit word to represent each successive desirnal column. As one binary-word reaches 
decimal 10, it returns to zeros and a carry is'added into the next binary word. The use 
of BCD encoding to represent a four-digit decimal number is shown in Figure 14-23. 

One of the uses for BCD encoding is for data representation on magnetic tape. 
Data is recorded on magnetic tape in much the same way as audio; a recording head 
creates a magnetic pattern ·on the tape which represents the infonnation. For data 
recording, the recording is made on several tracks. A 1 results in a magnetized -spot 
being recorded, while a O leaves the spot unmagnetized. For recording BCD, four 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 =0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 =1 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 =2 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 =3 
0 b 0 0 0 0 0 .0 0 0 0 0 0 0 0 =4 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 =5 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 =6 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 =7 

( 

0 0 0 0 0 o· 0 0 0 0 0 0 0 0 0 =8 
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 ,,,9 
.o 0 0 0 0 0 0 0 0 0 0 . 1 0 0 0 0 =10 

FIGURE 14-22 Binary coded decimal. 
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FIGURE 14-23 Decimal 4983 represented in BCD. 
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FIGURE 14-24 BCD code recorded on magnetic tape. 

00000011 
3 

tracks are used, with each character being represented by a pattern of magnetized spots 
-~n the track, similar to the holes in a punched tape (see Figure 14-24). 
' An extension of the BCD code is the 7-bit alphanumeric code. This co_de uses 
BCD for representation of numbers, but adds two extra bits to represent letters and 
punctuation marks (see Figure 14-25). A seventh bit is used to provide parity for error 
detection. These 7 bits are recorded on seven parallel tracks on the magnetic tape. 

ASCII code One of the more universal codes is the American Standard Code for 
Information Interchange (ASCII). ASCII is based on a binary progression, as demon
strated in Figure 14-26. It should be noted that the code is arranged so that the numbers 
are represented by a standard BCD progression within the last bits shown on the left of 
the chart, while the preceding 3 bits, shown at the 'top of the chart, specify whether a 
number, letter or character is being represented by the last 4 bits. For example, the 
table shows that an ASCII code of0110001 represents the number 1, while 1000001 
represents a capital "A," and the code 1100001 represents a lowercase "a." By using 
a standard binary progression, ASCII makes possible mathematical operations with 
numbers. Since the letters are also in a binary progression, alphabetizing can be ac
complished by using simple binary mathematical procedures. 

1234567890ABCDEFGHIJKLMNOPORSTUVWXYZ& D $•/ %1@ -
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

1 1 1 1 . 1 1 1 1 \ ·1 1 1 1 1 1 1 1 1 1 1 1 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

1 1 1 1 1 1 1 1 1 1 1 1 ·, 1 1 1 1 1 1 1 1 1 1 1 1 

FIGURE 14-25 The alphanumeric code; even-bit parity is used. 
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1 0 10 LF SUB • : J. ' z j z 

l 1 11 VT ESC + ; K [ k { 

0 0 12 FF FS < L ' \ ' I I 
0 1 13 CR GS - = M ] ,, m } 
1 0 14 so RS ">. N A n -
1 1 15 SI us I ? 0 a. DEL 

FIGURE 14-26 American Standard Code for Information Interchange (ASCm. Three 
most significant bits at the top of the fharl; four least significaut bits at the left side of t!Je 
chart. The number 6 would have 01,1 from the top of the chart and'~110 from the Side: 
6-011 0110. 

Most modem computers use hexadecimal n(ltation . internally. Hexadecimal 
notation represents a 4-bit binary word with one of 16 symbols (0,1,2,3,4,5,6,7,8, 
9,A,B,C,D,E,F). An 8-bit word is easily accommodated in these computers. Since 
ASCII is a 7-bit code, it is nomially converted into 8-bit. words by using the most 
significant bit as a parity for error detection. Typically, the parity bit is given the value 
(1 or 0) which will result in the ~of the Is in the ASCII data word being even. When 
checked after transmission, if the parity bit does not result in an e\'en sum, an error is 
assumed and the data is retransmitted. Error detection is· covered in more detail in 
Section 14-2.4 _ 

' ' 

EBCDIC Another popular cod .. is called-the Extended Binary Coded Decimal Inter-· 
change Code (EBCDIC). EBCDIC is also based on the binary-coded decimal format, 
as its name implies,,but it differs from the ASCII code in severalresp(:cts. As shown in 
Figure 14-27, EBCDIC uses all 8 bits for information, so that no parity bit is available. 
Also, although EBCDIC follows a. BCD progression for the numbers, the numbers 
follow the letters rather than preceding them as they do in ASCll. Approved by the 
International Telephone and Telegraph Consultative Committee- (CCITT), EBCDIC 
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0 0 0 0 NUL SCH STX ETX PF- HT LC DEL SMM VT - FF CR so SJ 
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FIGURE 14-27 Extended Binary Coded Decimal Interchange Code (EBCDIC). 

has similarities to the Baudot code. It was mentioned in Chapter 13 under the name 
"CCITT No. 2." 

Hollerith cod~ Several codes are in use for punched cards, many of them specific to 
particular manufacturers. One of the more universal punched-card codes is the Holler
ith code. This code is used with an 80-colunm card, as shown in Figure 14-28. It is 
seen thatthe code for a number, letter, punctuation or control character is punched into 

6 7 8 9 A B C D E F G H I JKLMNOPQRSTUVWXYZ # $ 

I I I I I I I I I 
I I I I I I I I I I 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 I I I I I I I I 0 I 0 , 
' 9 10 ·11 12 13 14 15 16 11 18 19 ·20 21 22 2J 24 " 26 27 28 29 

30 " " " ,.. " " " " 
., 

1 1 1 1 I 1 1 1 1 1 1 1 1 I 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
2 2 2 2 2 I 2 2 2 2 2 2 2 2 I 222222 2· I 2 2 2 2 2 2 2 2 2 
3 3 3 3 3 3 I 3 3 3 3 3 3 3 3 I 3 3 3 3 3 3 3 I 3 3 3 3 3 3 I I I 
4 4 4 4 4 4 4 I 4 4 4 4 4 4 4 4 I 4 4 4 4 4 4 4 I 4 4 4 4 4 4 4 4 
5 5 5 5 5 5 5 5 I 5 5 5 5 5 5 5 5 I 5 5 5 5 5 5 5 I 5 5 5 5 5 5 5 
I 6 6 6 6 6 6 6 6 I 6 6 6 6 6 6 6 6 I 6 6 6 6 6 6 6 I 6 6 6 6 6 
7 I 7 7 7 7 7 7 7 7 I 7 7 7 7 7 7 7 7 I 7 7 7 7 7 7 7 I 7 7 7 7 7 
8 8 I 8 8 8 8 8 8 8 8 I 8 8 8 8 8 8 8 8 I 8 8 8 8 8 8 8 I 8 I I I 
9 9 9 I 9 9 9 9 9 9 9 9 1- 9 9 9 9 9 9 9 9 I 9 9 9 9 9 9 9 I 9 9 9 , 

' 9 10 11 12 13 1' 15 16 17 18 19 20 21 " " " " " 27 28 29 
30 " " " ,.. " " " " 

., 

FIGURE 14-28 The Hollerith code. 
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the card as a pattern of rectangular slol/l using variations of 12 horizontal rows. The 
' logical arrangement of the Hollerith code makes it convenient for sorting and comput-

ing applications. 

14-2.4 Error Detection and Correction 
Errors enter the data stream during transmission and are caused by noise and transmis
sion system impairments. Because errors. comprOmise the data and in some cases 
render it useless, procedures have been developed to detect and correct transmission 
errors. The processes involved with error correction normally result in an increase in 
the _num~er ~f bits per second which are transmitted, and naturally this increases the 
cosi of transtnission. Procedures which permit error correction at the receiver location 
are complicated, and so it is necessary for data users to determine the importance of the 
transmitted data and to decide what level of error detection and correction is suitable 
for that data. The tolerance the data user has for errors will decide which error control 
system is appropriate for the transmission circuit being used for the user's data. 

Error detection The 5-bit Baudot code provides no error detection at all, because it 
uses all 5 bits to represent characters. If only I bit is translated (by error) to its opposite 
value, a totally different character will be received and the change will not be apparent 
to the receiver. The inability of such codes to detect errors has led to the development 
of other codes which provide for error control. 

Constant-Ratio Codes 
A few codes have been developed which provide inherent error detection when used in 
ARQ (automatic request for repeat) systems. The 2-out-of-5 code follows a pattern 
which results in every code group havingtwo Is and three Os. When the group is 
received, the receiver will b.e able to determine that an error has occurred if the ratio of 
Is to Os has been ultered. If ~·error is detected, a NAK (do not acknowledge) response 
is sent and the data word is repeated. This testing procedure continues word for word. 

This code has some limitations. An odd number of errors will always be de
tected, but an even number of errors may go undetected. Even more limiting is the 
problem that this code will severely reduce the number of available code combinations. 
The formula 

T! 
Number of combinations= M!(T-M)! 

! = Factorial 

T = Total bits 

M = Number of ls 

(14-2) 

expresses the number of combinations possible for any code of this type. For the 
2-out-of-5 code the formula is: 

Number of combinations= 5!/2!(5 - 2)! 

= 120/12 

= 10 

5! = 5 X 4 X 3 X. 2 X I = 120 

2! = 2 X I= 2 

. (5 - 2)! = 3 X 2 X I = 6 
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Ten combinations would prevent the code from being used for anything other than 
numbers. 

Another code, the 4-out-of-8, is b'\8ed on the same principle as the 2-out-of-5 
code. The larger number of bits provides a larger number of combinations, 70, and the 
code also provides improved error detection. Owing to the redundancy of the code, its 
efficiency for transmission is reduced. The application of Equation (14-4) shows that, 
if there were no restriction of the number of ls in a code group, 8 bits would provide 
40,320 combinations, 576 times as many as are provided by the 4-out-of-8 code. 
Codes such as the 2-out-of-5 and 4-out-of-8, which depend on the ratio of ls io Os in 
each code group to indicate that errors have occurred, are called constant-ratio codes. 

Redundant Codes 
Most error-detection systems use some form of redundancy to check whether the re
ceived data contains errors. This means that information additional to the basic data is 
sent. In the simplest system to visualize, the redundancy takes the form of transmitting 
the information twice and comparing the two sets of data to see that they are the same. 
Statistically, it is very unlikely that a random error will occur a second time at the same 
place in the data. If a discrepancy is noted between the two sets of data, an error is 
assumed and the data is caused to be retransmitted. When two sets of data agree, 
error-free transmission is assumed. 

Retransmission Of the entire message is very inefficient, because the second 
transmission of a message is 100 percent redundant. In this case as in all cases, redun
dant bits of information are unnecessary to the meaning of the original message. It is 
possible to determine transmission efficiency by using the folfowing formula: 

Efficiency = Information bits/total bits (14-3) 

In the above case of complete retransmission, the number of information bits is equal 
to one-half the number of total bits. The transmission efficiency is therefore equal to 
0.5, or 50 percent. In a system with no redundancy, information bits equal total bits 
and the transmission efficiency is 100 percent. Most systems of error detection fall 
between these two extremes, efficiency is sacrificed to obtain varying degrees of secu
rity against errors which would otherwise be undetected. 

Parity-Check Codes 

A popular form of error detection employing redundancy is the use of aparity-check bit 
added to each character code group. Codes of this type are called parity-check codes. 
The parity bit is added to the end of the character code block according to some logical 
process. The most common parity-check codes add the 1 sin each character block code 
and append a J or O as required to obtain an odd or even total, deJJ_e_nding on the code 
system. Odd parity systems will add a J if addition of the 1 sin the block sum is odd. At 
the receiver, the block addition is accomplished with the parity bit intact, and appropri
ate addition is made. If the sum•provides the wrong parity, an error during transmission 
will be assumed and the data will be retransmitted. 

Parity bits added to e·ach character block provide what is called vertical parity, 
which is illustrated in Figure 14-29. The designation vertical parity is explained by the 
figure which shows the parity bit at the top of each column on the punched tape. 
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FIGURE 14-29 Vertical and horizontal parity used with a paper tape code. 

Parity bits can also be added to rows of code bits. This is called horizontal 
parity .and is also illustrated by Figure 14-29. The code bits are associated into blocks 
of specific length with the horizontal parity bits following each block. By using the two 
parity schemes concurrently, it becomes possible to determine which bit is in error. 
This is explained in Figure 14-30, where even parity is expected for both horizontal 

· and vertical parity. Note that here one_ column and one row each display improper 
parity. By finding the,, intersect.ion of the row and column, the bit in error can be 
identified. Simply changing the bit to the opposite value will restore proper parity both 
horizontally and vertically. These types of parity arrangements are sometimes called 
geometric codes. ' 
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FIGURE 14-30 Error detection using vertical and horizontal parity. 
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Another group of parity-check codes are referred to as cyclic codes. These use 
shift registers with feedback to create parity bits based on polynomial representations 
of the data bits. The process is somewhat involved and will not be fully described here, 
but basically it involves processing both transmitted and received data with the same 
polynomial. The remainder after the receive processing will be zero if no errors have 
occurred. Cyclic codes provide the highest level of error detection for the same degree 
of redundancy of any parity-check code. The Motorola MC8503 is an LSI chip which 
has been developed for use in cyclic redundancy systems. The chip provides for use in 
systems which utilize any of four more common polynomials. The polynomial to be 
used is selected by a three-digit code which is applied to the chip. The MC8503 is 
typical of the error-detection and correction sophistication which is possible with mi
crochip technology. 

One additional type of parity-check encodi:l!lf scheme··differs from those de
scribed previously in that. it does not require the data to be grouped into blocks. 
Instead, the data is treated ·as a stream of information bits into which parity bits are 
interspersed according to standard rules of encoding, The process is more involved 
ihan some of the other schemes and is typically reserved for higher-data-speed applica
tions. Convolutional codes, as these are called, are particularly well suited to systems 
which utilize forward error-correcting procedures as described below. 

Error correction Detecting errors is clearly of little use unless methods are available 
for the correction of the detected errors. Correction is thus·_an important aspect of data 
transmission·. 

Retransmission 
The most popular method of error correction is retransmission of the erroneous infor

. mation. For the retransmission t9 occur in the most expe~itious manner, some form of 
automatic system is needed. A system which has been developed and is in use is called 
the automatic request for repeat (ARQ), also called the positive acknowledgment/ 
negative acknowledgment (ACK/NAK) method. The request for repeat system trans
mits data as blocks. The parity for each block is checked upon receipt, and if no parity 
discrepancy is noted, a positive acknowledgment (ACK) is sent to the transmit station 
and the next block is transmitted. If, however, a parity error is detected, a negative 
acknowledgment (NAK) is made to the transmit station which will repeat the block of 
data. The parity check is again made and transmission continues according to the result 
of the parity check. The value of this kind of system stems from its ability to detect 
errors after a small amount of data has been sent. If retransmission is needed, the 
redundant transmission time is held to a minimum. This is much more efficient than 
retransmission of th-;;' total message if only one or two _data· errors have occurred. 

' . Forward Error-Correcting Codes . 
For transmission efficiency, error correction at the receiver without retransmission of 
erroneous data is naturally preferred, and a number of methods of accomplishing this 
are available. Codes which permit correction of errors by the receive station without 
retrarismission are called forward error-correcting codes: The basic requirement of 
such codes is that sufficient redundancy be-included in the transmitted data for error 
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. FIGURE 14-31 Three-level matri.x sum forward error correcting code. (a) Message in 
triplets; (b) triplets as numbers with check sums; (c) received data with .error; (d) error 
check and cc:,rl'ection . 

. correction to be properiy accomplished by the receiver without further input from the 
transmitter. 

One forward error-correcting code is the matrix sum, shown in Figure 14-31, 
which illustrates the use of a three-level matrix sum system. Note that the sum of the 
rows is equal to the sum of the columns; this is important for the encoding scheme's 
ability to find and correct errors. The transmitted message consists of the information 
bits plus the letters representing the sum of each column and row and the total. When 
received; the matrix is reconstructed and the sums are checked to determine whether 
they agree with the original sums. If they agree, error7free transmission is assumed, but 
if they disagree, errors must be present. The value of using this method is that it makes 
it possible for the receiver not only to determine which sums are incorrect but also to 
correct the erroneous values. In Figure 14-31a, note that the row and column discrep
ancies identify the matrix cell that is incorrect. By replacing the incorrect number with 
the value which agrees with the check sums, the message can be restored to the correct 
form. Such error correction requires intervention by a computer or by a smart terminal 
of some kind. The transmission efficiency also suffers whell'this kind of code_ is used. 
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If retransmission is used instead, tlitredundancy it requires can easily offset the ineffi
ciency of the matrix sum code. Forward error correction is particularly well suited to 
applications which place a high value on the timeliness of data reception. 

A three-level matrix sum code will provide for approximately 90 percent error
correction confidence. Larger matrices will increase this confidence level significantly, 
and_ it may be shown that a nine-level matrix will provide a 99.9 percent confidence 
level. The larger matrix has the additional benefit of increasing the ratio of information 
bits to error check bits .. The result of this is increased transmission efficiency, 81 
percenl'for the nine-level matrix versus 56 percent for the three-level matrix. 

An interesting error-detecting code is the hamming code, named for R. W. 
Hamming, an error-correction pioneer. This _code adds several parity-check bits to. a 
data word. Consider the data word 1101. The hamming code adds three parity bits to 
the data bits as shown below: 

_P2 
2 

1 
3 

P, 
4 

I 
5 

0 
6 

I 
7 Bit Location 

The first parity bit, P 1, provides even parity from a check of bit locations 3, 5, and 7, 
which are I,_ 1, and 1, respectively. P1 will therefore be 1 to achieve even parity. P2 

checks locations 3, 6, and 7 and is therefore a O in this case. Finally, P3 checks 
locations 5·, 6, and 7 and is a O here. The resulting 7-bit word is: . 

1 
p 

0 
p D 

0 
p 

1 
D 

0 
D 

I 
D 

If the data word is altered during transmission, so that location five changes from a I 
to a 0, the parity will no longer be correct. The hamming encoding permits evaluation 
of the parity bits to determine where errors occur. This·is accomplished by assigning a 
1 to any parity bit which is incorrect and a O to one which is correct. If the three parity 
bits are all correct, 0 0 0 results and no errors can be assumed. In the case of the above 
described error, the code has the form: 

I 0 0 0 0 

P 1 ( which checks location 3, 5, and 7) should now be a I and is therefore incorrect. It 
will be given a I. P2 checks 3, 6, and 7 and is therefore still correct. It receives a value 
of 0. P3 checks 5, 6, and 7 and should be a I, but it is wrong here, and so it receives a 
value <if I. T~e three values result in the binary word I O 1, which has a decimal value· 
of 5. This means that the location containing the error is five, and the receiver has been 
able to pinpoint the error without retransmission of data .. 

The hamming code is therefore capable of locating a single error, but it fails if 
multiple errors occur in the one data block. 

Codes such as the hagelbarger and base-chaudhuri are capable of detecting and 
correcting multiple errors, by increasing the number of parity bits to accomplish their 
error correction. In the case of the hagelbarger code, one parity bit is sent after eac:h 
data bit, This represents 100 percent redundancy. It may be shown that the code can 
correct up to six consecutive errors, but error bursts must be separated by large blocks 
of correct data bits. The bose-chaudhuri code can be implemented in several forms 
with different ratios of parity bits to data bits. The code was first implemented with 10 
paritr bifs per 21 data bits. Red_undancy again approaches 100 percent. 
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FIGURE 14-32 Hage!barger code. (a) Encoder; (b) decoder. 

Figure 14-32 illustrates the use of shift registers and logic devices to implement 
the hage!b"arger code. The increased complexity and decreased transmission efffciency 
are offset by improved immunity to transmission errors for data requiring high degrees 
of accuracy. 

DATA SETS AND INTERCONNECTION REQUIREMENTS 

Data sets or modems are used to interface digital source and sink equipment to inter
connecting circuits. The modem at the transmitting station changes the digital output 
from a computer or business machine to a form which can be easily sent via a commu
nication circuit, while the receiving modem reverses the process. Modems differ in rate 
of data transmission, m9(1ulation methods and bandwidth, and standards have been 
developed to provide compatibility between various manufacturers' equipment and 
systems. 
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FIGURE 14-33 Communications circuit using modems. 

14-3.1 Modem Classification 

Modulator 

Computer 

The name modem is a contraction of the term MOdulator and DEModulator. As the 
name implies, both functions are induded in a modem. When used in the transmitting 
mode, the modem accepts digital data and converts it to analog s,ignals for use in 
modulating a carrier signal. At the receive end of the system, the carrier is demodu
lated to recover the data. 

Modems are_ placed at both ends of the communications circuit, as shown in 
Figure 14-33. , 

Modes of modem operation Modems are described in several ways, one distinction 
between modems being _the mode of operation. A data set which provides transmission 
in only one direction is· referred to as operating in the simplex mode. This type of data 
set uses only one transmission channel, so that no signaling is available in the direction 
from the receiver to the transmitter. This is an economical method of aata transfer, but 
it is very limited in its application. It clearly does not accommodate error correction 
and requests for retransmission. 

Some modems provide for data transfer in both directions, but the data flow 
takes turns, with flow in one direction at one tiine and in the opposite direction at a 
second time, This type of modem operation is referred to~as half-duplex. It requires 
only one transmission channel, but the channel must be bidirectional. Some economies 
result from half-duplex operation, but speed of transmission is reduced because of the 
necessity of sharing the same circuit and waiting while the trallsinission circuit compo-
nents accomplish turnaround. · 

Full-duplex operation permits transmission in both directions at the same time. 
Two circuits are required, two 2-wire circuits or one 4-wire circuit, one for each 
direction of transmission. Modems are placed at each end of the circuits to provide 
modulation and demodulation. 

·Modem interconnection Modems differ according to the method of interfacing-with 
the·communications circuits .. If.the circuit is a short and dedicated line, a limited 
distance modem can be used. This type of modem can be relatively simple in its 
circuitry since it does not have to drive a line which utilizes switching systems and line 
control devices such as echo suppressors. 

The majority of data circuits utilize telephone channels provided by public 
carriers. :'hese channels generally pass through switching facilities and are provided 
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with equipment designed to enhance the use of the channel for voice applications. This 
type of equipment is ·not designed specifically for data transmission, so that.the mo
dems must be designed to compensate for any inadequacies of the voice-grade channel. 
Two broad types of modems are available for this type of service, the hard-wired 
modem and the acoustically coupled data set. 

A hard-wired modem connects directly to the communication circuit in a semi
permanent way. Such modems may be self-contained .devices which connect to termi
nals and business machines, or they may be incorporated in the business machine . 

. Connected to· the communications circuit at all times, the hard-wired units can be 
polled (automatically contacted by the computer) and interrogated at any time. If 
associated with proper business machines and computers, these modems can send and 
receive data without human intervention. The one limitation of the hard-wired modem 
is that it precludes mobility since, being hard-wired, the equipment must remain con
nected to the circuit terminals. 

The acoustically coupled modem solves the mobility problem. A standard tele
phone handset can be placed in the foam cups of an acoustic coupler, and the transmit
ter and receiver sounds will be conveyed t.o and from the telephone channel by transmit 
and receive elements of the acoustic coupler. The modem components of the acoustic 
coupler form an interface with the business machine. Using this device, a person is 
able to interconnect with any computer system which has dial-up interconnect capabil
ity. Acoustic couplers _are often built into briefcase-sized units which include a 

· • typewriterlike terminal and a printer, providing the ability IQ access and manipulate 
data from any telephone. The portability and ease of connection afforded by the acous
tic coupler are obtained at the expense of other capabilities. Since standard telephone 

· circuits are typically used, speed of transmission is limited. The ability to have the 
system "on line" continuously isobviously not possible. 

Modem data transmissiOI! speed Modems are generally classified according to the 
important characteristic of transmission speed as follows: · 

MODEM CLASSIFICATION 
Low-speed 
Medium-speed, 
High-speed · 

DATA RATE HANDLED '(BPS) 
Up to 600 
600 to 2400 
2400 to about 10,800 

All of the above modems can operate within a single 300- to.3400-Hz (4-kHz) tele
phone channel. ,As speed increases beyond approximately 19,000 bps, a wideband 
modem is needed, as is a wideband channel. Wideband circuits are available, generally 
in multiples of 4-kHz circuits, but the cost is significantly greater than for voice-grade 
circuits. 

Modem modulation methods Modems utilize various types of modulation methods, 
the most common being frequency-shift keying (FSK), which shifts a carrier frequency 
to indicate a mark or a space. Encoded data can be transferred through communication ... 
systems designed for voice transmission because the frequency shifting is limited to the 
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TABLE 14-1 · Modem Specifications 
MODEM DATA TRANSFER 
TYPE RATE 
103A 300 bps 
113A 300 bps_. 
202C 1200/1800 bps 
2020 1800 bps 
202E 1200/1800 bps 
203A/B/C 3600/7200 bps 
208A/B 4800 bps 
209A 9600 bps 
3\JIB 40.8 kbps 
303B 19.2 kbps 
303C 50.0 kbps 
303D 230.4 kbps 

* FSK = frequency-shift keying. 
tVSB = vestigial sideband. 
:j: PSK = phase-shift keying. 
§QAM = quadrature amplitude modulation. 
No1e: This is riot.an exhaustive list. 

MODULATION 
TYPE 
FSK* 
FSK -
FSK 
FSK 
FSK 
VSBt 
8-phase PSK* 
QAM§ 
PSK 
VSB 
VSB 
VSB 

4-kHz bandwidth of the voice-grade channel. The FSK signal is also analog in nature, 
· enhancing its compatibility with communications circuits. 

Other types of modulation schemes are used, such as phase-shift-keying (PSK), 
four-phase PSK and eight-phase PSK, quadrature AM (QAM) and vestigial sideband 
AM. Table 14-1 lists some <>f the various types of modems in use in the United States, 
according to their Bell System designations, showing data transfer rates and modula
tion methods. 

14-3.2 Modem Interfacing 

.RS-232 interface In the United States, a standard interconnection between business 
machine and modem is supplied by the RS-232 interface. The RS-232 interface has 
been defined by the Electronic Industries Association (EIA) to.ensure'compatibility 
between data sets and terminal equipment. The interface uses a 25-pin Cannon or. 
Cinch plug, where each of the 25 pins has been given a .specific function by EIA, as 
showl) in Table 14-2. The United States military data comlriunications system uses a 
similar interface designated as MIL-188C, and an international interface similar to the 
RS-232 is also available. 

The RS-232 interface specifications limit the interconnecting cable to a length 
of 50 ft (15 m) or, if this length is exceeded, the load capacitance at the interface point 
must not be greater than 2500 pF. this limitation insures that signals will operate at 
appropriate standards of quality. 

The interface also specifies the voltage levels with which data and control 
sig_nals are exchanged between data sets and business machines. Each pin in the 25-pin 
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TABLE 14-2 RS-232 Pin Assignment 

PIN 
01 
02 
03 
04 
05 
06 
07 
08 
09 
IO 
11 
12 
13 
14 
15 

16 
17 
18 
19 
20 
21 
22 
23 
24 
25 

ASSIGNMENT 
Frame ground 
Transmitted data 
Received data 
Request to send (RTS) 
Clear to send (CTS) 
Data set ready (DSR) 
Signal gr9und 
Received line 'signal detector (LSD) 
Test 
Test 
Not assigned 
Secondary LSD 
Secondary CTS 
Secondary transmitted data 
Transmitter signal element timing (modem to 

terminal) 
Secondary received data 
Receiver signal element timing 
Not assigned 
Secondary RTS 
Data terminal ready 
Signal quality detector 
Ring indicator (R) . 
Data signal rate selector 
Traµsmit signal element timing (terminal to modem) 
Not assigned 

EIA 
DESIGNATIONS 
AA 
BA 
BB 
CA 
CB 
cc 
AB 
CF 

SCF 
SCB 
SCA 

DB 
SBB 
DD 

SCA 
CD 
CG 
CE 
CA/Cl 
DA 

connector will carry either a binary O or a I to indicate activation or deactivation of 
control functions or data values. A binary I is used for making and signifies OFF, 
while the O is used for spacing and signifies ON. 

The RS-232 interface can accommodate several different types of data circuit 
operation, using different combinations of circuit lines. For example, point-to-point 
dedicated system will require a minimum number of control lines in the interface, 
while for circuits which operate in a half-duplex mode, line-turnaround must be pro
vided since the same pair of wires is used for both send and receive. Control circuits 
which will accomplish these functions are included in the RS-232 interface. In the case 
of another type of operation, systems which involve several remote terminals con
nected to a data circuit follow particular sequences of operation. The terminal wishing 
to send data will signal with a request-to-send (circuit CA, designated in Table 14-2, 
will change state), and the data set responds ·to the request-to-send by conducting 
procedures which will inform the receive station 'modem of the request-to-send and will 
conduct such tests and system set-up sequences as may be required. When the start-up 
procedures are completed, the recei~e modem will send a clear-to-send to the transmit 
modem, whereupon the transmit modem will cause circuit BA to change states, and 



552 ELECTRONIC COMMUNICATION SYSTEMS 

transmission of data will begin. Data will be sent as alternating binary states of circuit 
BA, and thus data will be transferred in a serial mode. At the receive station, circuit 
BB will reflect the binary status of the data and will be interpreted by the business 
machine for processing. 

Other irnerfaces Several new interface standards have also been developed. Listed as 
RS-422, RS-423 and RS-449, these interfaces expand the flexibility of the RS-232. 
Two connectors replace the 25-pin connector of RS-232 with a 37-pin connector pro
viding all interchange circuits except secondary channel circuits, which are provided 
by a separate 9-pin connector. The new standards extend the 15-m (50-ft) range of 
RS-232 to 60 m (200 ft). The maximum signaling rate increases under the new stan
dards from the 20,000 bps ofRS-232 to 2.048 Mbps. Ten additional exchange circuits 
not included under RS-232C are provided in RS-449, while three circuits provided by 
RS-232 have been deleted. Balanced and unbalanced circuits have been provided by 
the new standards, and integrated circuit technology has been considered in the defini
tion of the electrical characteristics of the interface. The new standards have been 
devised to facilitate interconnection with RS-232 equipment with minimal modifica
tion. 

14-3.3 Interconnection of Data Circuits to °Telephone Loops 
In the United States, a recent FCC ruling, in part 68 of the Rules and Regulations, 
permits for the first time non-telephone company interconnection to telephone com
pany circuits. This ruling has placed the responsibility for much of the necessary 
interconnection circuitry on the manufacturer of data equipment, which must be regis-

. · tered with the FCC. Three types of customer equipment have been identified by the 
new rules: the permissive data set, the fvced-loss loop data set, and the programmed 
data set. Each of these data sets interfaces with telephone company supplied jacks, 
whose type is determined by the type of data set to be connected. 

The permissive data set The permissive data set provides a maximum output level of 
-'9 dBm, whHe the guideline is that the cir_cuit signal level must not exceed -12 dBm. 

· Since the standard line loss of a business loop is 3 dB, the permissive data set can be 
used with any of three jacks supplied by U.S. telephone companies, including the 
standard voice jack, RJ 11 C, which includes no provision for signal attenuation. 

The fixed-loss-loop data set The fixed-loss-loop data set can- have a maximum of 
-4 dBm signal level. This type of data set requires connection to a universal jack, 
RJ41S, which includes an adjustable resistive pad to limit output to the required 
-12 dBm as measured at the time of installation. Measurement of signal level will 
include loop losses. 

The programmed d3ta set The third type of data set, the programmed data set, can 
use either the universal jack or the programmed jack, RJ45S. The telephone company 
installs a resistor in the jack at the time of installation which is used by the programmed 
data set to determine its signal output level. The value of the programming resistor is 
selected on the basis of measurements. of loop loss made when the data set is installed. 



DIGITAL COMMUNICATIONS 553 

RJ45S T R RJ41S T R .RJ11C T R 

Program Program 
resistor resistor -

CJ 0 c;io 0~ 0000 00 
8 7 6 5 4 87654321 8 7 6 5 4 3 2 1 

Programmed 
data sets 

Permissive 
data set 

Fixed loss loop 
data set 

FIGURE 14-34 Standard U.S. Telephone Company jacks showing data set compatibility. 

A nonregistered data set can be connected to a telephone circuit in the United 
States, but it must employ a registered protective device to interface ·with one of the 
standard jacks described above (see figure 14-34). 

NETWORK AND CONTROL CONSIDERATIONS 

Connecting the vast numbers of data facilities which are in existence today requires 
careful design and organization of transmission networks. Systems now involve many 
users and remote facilities; large ne"tworks intefC:onnect several large computers with 
networking and essential requirement. The technologies to accomplish these new 
modes of interconnection have been developed and refined to satisfy the ever increas
ing demands of a data-hungry society. 

14-4.1 Network Organization 
As data systems have increased in number and complexity, it has become increasingly 
important to provide for their proper and orderly interconnection. Small, simple sys
tems could dedicate individual lines for each piece of equipll\ent which was connected 
in the system. For intraplant connections, this was a practical method; the lines were 
short and could be installed by the data system user. Leasing was not involved and 
installation costs were relatively low. 
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Dedicated lines for each user become less feasible for out-of-plant operations. 
Such systems normally lease capacity in existing.transmission facilities of telephone 
carriers. Using many full-time dedicated lines for extended periods would resu!t"in 
unacceptable costs, since few remote locations require full-time interconnection with 
other sites. More typically, connections between sites are established for short periods 
to obtain and convey data, while the rest of the time is spent interpreting, updating or 
otherwise processing the data locally. Modem data systems depend on network tech
niques of interconnection to reduce the expense of data transfer. 

The efficiency of networking for data users who do not require full-time inter
connection can be illustrated by a simple example. A system consisting of eight data 
user sites which require interconnection at various times would, as shown in Figure 
14-35, require 28 dedicated lines to connect each user site with every other one. This 
may also be calculated from a simple formula. Noting that the first user must be 
connected to seven others, the second one to six (he or she already has a connection to 
the first one), the third one to five, and so on, we deduce that: 

U-1 

N= LA 

where N = number of lines 

U = number of sites 

Here, U = 8, so that: 

N=7+6+5+4+3+2+l=D 

It may also be shown that: 

U-1 

I A = < u2 
- u)12 

FIGURE 14-35 -Interconnection.of an eight-user dedicated· line network. 

(14-4) 
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Checking, we get: 

N = .(82 -' 8)/2 = (64 - 8)/2 = 28 

Centralized switching A better way to provide the required interconnections is to use 
a central switching system, which will have one line connected to each remote site. 
Interconnections will be made between remote s;•·os by the central system on a demand 
basis. If each remote site can handle only one interconnection at a time, this system 
will provide the same capabilities as the previous system but will require only eight 
dedicated lines. 

Data systems which depend on central switching facilities are referred to as 
centralized networks. Telephone networks in small towns are. typically centralized 
networks. Each customer has a line to the central office, where automated switching 
equipment interconnects one user with another as required. Central offices are inter
connected by means of trunk lines, and in this fashion each centralized network now 
becomes part of a larger network which can make interconnection between individual 
users from different centralized networks. Figure 14-36 shows this type of network, 
further discussed in Chapter 15. 

Since the central switch of each centralized network distributes the data be
tween that network and other networks, this type of system is called a distributed 
network. For computer systems, the centralized facilities may consist of large comput
ers which interconnect to permit users access to any of the computers. This type of 
arrangement can greatly improve the efficiency of the computers by making a com
puter which is underused by its local subscribers available to subscribers from co·m
puter centers which are in heavy demand at that time. The routes which interconnect 
the centers are normally capable of rapid transfer of large quantities of data, whereas 
the lines from users to the central offices do not need to convey these large amounts of 
data and can therefore be less expensive lines .. Data flow within networks is carefully 
controlled through system protocols to ensure maximum efficiency and minimum in
_ terference between users. Network switching systems, line types and network proto
cols are important considerations for data transmission. . . 

Community 1 
--L-~(" 

Central Trunk line Central Community2 
switching switching 

system system 

Trunk 
line 

Central 
switching Community 3 

system 

FlGURE 14-36 Telephone network using centralized switching. 
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14-4.2 Switching Systems 
If only fwo sites are to be connected, switching is not required. The two facilities are 
interconnected on a point-to-point basis, as shown in Figure 14-34. However, switch
ing. is likely to be required where three or more sites need to be interconnected. The 
various types of systems described earlier can all be used for data transmission over 
networks. 

Circuit types A single pair of wires (two-wire circuit) can be used for a unidirectional 
transfer of data in the simplex mode. In a half-duplex mode, for data to pass in both 
directions on a two-wire circuit, it is necessary for the two sites to take turns in 
transmitting over the circuit. A full-duplex system will use a four-wire circuit with one 
pair of wires for each direction of transmission. The best type of system for a particular 
application will depend on the nature of the data requirements and the operation of the 
equipment. 

Network interconnection In addition to the type of circuit, the type of connection 
must be chosen. If the site has continuous or very frequent interconnection require
ments, a dedicated line is appropriate. Many users find that their usage is not continu
ous, and they are able to realize significant savings by using a switched or dial-up 
system, be it in the public switched network or a private network. This method of 
operation can be very economical and efficient for users who need access to the com
puter or other data sites on an infrequent basis or from changing locations. 

An extension of the point-to-point system is the polled multipoint system, 
which intercollnects a common source such as a computer· with a· remote location 
having several users. A simple polled system (Figure 14-37) is seen to be similar to the 
two-station system, except that each of the several users now connects to the common 
circuit through a modem. The computer checks (polls) each user in turn to determine 
whether ime of them is requesting interconnection. When the request is received by the 
computer, the requesting user's modem is given control of the circuit and data is 
transferred. If the source has data to transfer to one of the users, it seizes control of the 
circuit and sends the appropriate command to interconnect the desired user to the line. 
The polling process and the transfer of data follow specific procedures called proto
cols, which are discussed in Section 14-4.3. 

Computer Modem 

Remote Remote Remote 
user user user 

1 2 3 

FIGURE 14-37 Polled multipoint communication network. 
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Interconnecting 
communications 

circuits 
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User 5 
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FIGURE 14-38 Network switching showing User A switched through circuit 3 to Us~r 7. 

Networks can be used to interconnec.t a large number 9f users. through only a 
few transmission circuits. While only a few users on either end of the network are 
connected at any one time, the switching capability contributes Lu Signifo.:anL c..::ono
mies. A typical switching system of this type is shown in Figure 14-38. 

Modem switching systems benefit from microprocessor technology and can be 
termed "smart switchers,." In l~rge networks. multiple-trunk interconnections and 
intcmser circu'its are availahle. The switching system not only intercor:inect.s users but 
also determines the best an<l quickest routing lo be usc<l for connecting one parlicular 
user lo a second one, in :1 manncr icic-nlical 10 thal dcscrihe"tf for telephone cxchnngcs in 
Chapter 15. Most data interchange utilizes public telephone networks, the switching 
being accomplished by telephone switching equipment, described in Chapter 15. 

It will be seen that processor-controlled switches are beginning to predominate 
in adV~nced countries, to the great benefit of switched ~ata systems. Being micropro
cessor-based and therefore. "smart," the electronic switChing system can provide ser
vices such as redial if busy, automatic dial forward, conferencing, and "camp-on" if 
busy. 

14,4.3 Network Protocols 
"Intelligent" (microprocessor-controlled) switching systems have become the hubs of 
intelligent networks. Terminal devices and line connection equipment have also been 
given microprocessor "brains," and thus the introduction of intelligent devices into 
the data communications field has brought a sophistication to the interconnection pos
sibilities. With terminals capable of establishing circuit connections and communicat
ing with computers and other sites, the need for rules governing the interchange of data 
became essential. These rules, developed over a number of years, fall into several 
categories. Procedures were needed to define interchanges between computers and 
remote sites. These rules, or protocols, were called "handshaking." As the systems 
grew, procedures became necessary to determine standard methods of communicating 
within data channels, and so protocols for integration of control signals with data in 
standard formats and sequences were developed. Also, the expansion of network com
plexity permitted numerous stations access to transmissio.n circuits. To prevent inter
feren_ce b:etween users, protocols were devised which established communications pri
orities and control sequences t~ be used fo i,nitiate and terminate switched 
interconne~tions. 
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Protocol phases Data communications protocols typically have three phases: estab
lishment, message transfer and termination. The contents of these phases differ for 
different system arrangements and equipment types. In point-to-point systems which 
involve a master station and one or more slave stations, the flow of data is determined 
by the master station. The master station has direct control of each slave station. It 
establishes the connection, controls the transfer of data and terminates the connection. 

Polling protocols Systems which interconnect several stations on a shared basis can 
use either polling protocol or contention protocol. In polling systems, one station is 
designated the master station, and queries, or polls, the other stations to determine 
which interconnections are to be est\blished. This type of polling is referred to as roll 
calling. The master station remains at the center of the system. It .polls each remote 
station in tum, retains control of the circuit and directs the other stations to send or 
receive data as required. 

Contention protocols Contention systems do not designate a master station, Instead, 
the interconnected stations contend for the role of master station. Whichever station 
seizes control of the communication channel first directs the flow of data until it 
terminates the communication. The channel will remain vacant until the next station 
with data to transmit seizes the line and establishes communication. The protocol must 
provide for instances of simultaneous line seizure attempts by several stations as well 
as establishing priority schemes among the users. 

Switched or dial-up systems must have protocols which direct the establishment 
of communication via dial-in requests. These systems are very popular and often in
volve the use of automatic circuits at both send and receive stations to effect the dial-up 
interconnection. This requires that protocols be standardized so that equipment from 
different systems can communicate without intervention. 

Some networks interconnect the statio)ls in the form of a loop, with each station 
connecting to the next station. Data to be transferred to a station around the loop must 
pass through each intermediate station. The loop arrangement has the benefit of reduc
ing the number and length of data circuits required as compared to a central master 
station network. Protocols for the loop system must provide for data direction ancl 
system control. Polling can be used in loop systems. When used, it is referred to as 
forward polling, in that each station polls the next station in line. 

Character insertion It was indicated earlier that protocols must provide for integra
tion of control characters within the data stream. Control characters are indicated by 
specific bit pattems;but it is possible that these patterns couid accidentally occur in the 
data stream at places where control characters are not intended. This is particularly true 
when the data represents digitization of an analog function or some similar situation in 
which the data is not alphanumeric in nature. To prevent this problem, a data transmis
sion protocol called character insertion (also referred to as character stuffing) is 
sometimes used. Under this protocol, the transmitting equipment checks the data 
stream as it is transmitting, to determine whether character patterns identical to control 
cbaracters exist in the data. If these patterns are encou_ntered, the control character 
pattern is inserted into the data stream after the data pattern. The result is to have the 

/ 



·-DIGITAL COMMUNICATIONS 559 

control character pattern occ.ur twice. At the receive site, the data is evaluated two 
characters at a time. If a control character is detected. the receiver chcck!dhc follow
ing character to see whether it duplicates the control character. If it does, the control 
character pattern is recognized as false, and the second character is remOved from the 
<lata stream. If the pattern occurs only onct:., it is a vali<l control character, an<l the 
appropriate a<.:tilm is taken. This method t>f c<rntrol charar.:tcr., recognition is called 
lrt111.,1,ar,·11cy. 

SUMMARY 

Digital electronics and the binary number system opened a wide cjoor to the field of 
data communications. This chapter has explored the development of data communica
tions. The prohlcms of data transmission through various media·have_heen consi_dered. 
and the equipment and encoding schemes which represent the solutions to those prob
lems have been discussed. 

Data communications emerged only recently, but the field has expanded rap
idly and now presents a large body of specialized techniques and technology. The 
suhjcct matter in this chapter is general and introductory. 

MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c; ·and d). Circle the Leiter preceding the line that 
correctly completes e(lch sentence. 

1. Digital signals 
a. do not provide a ·continuous set of values 
b. represent values as discrete steps 
c. can utilize decimal or binary systems 
d. all of the above 

2. The event which marked the start of the 
modem computer age was 
a. design of the ENIAC computer 
b. development of the Hollerith code 
c. development of the transistor 
d. development of disk drives for data 

storage 
3. The baud rate 

a. is always equal to the bit transfer rate 
b. is equal to twice the bandwidth of an 

ideal channel 

c. is not equal to the signaling rate 
d. is equal to one-half the bandwidth of an 

ideal channel 
4. The Shannon-Hartley law 

a. refers to distortion 
b. define~ bandwidth 
c. describes signaling rates 
d. refers to noise · 

5. The code which provides for' parity checks 
is 
a. Baudot c. EBCDIC 
b. ASCII d. CCITT-2 

6. A forward 
' 

error-correcting code1 COITects 
errors by 
a. requiring partial retransmission of the 

- signal 
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b. requiring retransmission of the entire 
signal 

c. reqmnng no part of the · signal to be 
retransmitted 

d. using parity to correct the errors in all 
cases 

7. Full duplex operation 
a. requires two pairs of cables 
b. can transfer data in both directions at 

once 
· c. requires modems at both ends of the cir

cuit 
d. all of the above 

8. The RS-232 interface 
a. interconnects data sets and transmission 

circuits 

b. uses several different connectors 
c. permits custom wiring of signal lines to 

the connector pins as desired 
d . . all of the above 

9. Switching systems 
a. improve the efficiency of data transfer 
b. are not used in· data systems 
c. require additional lines 
d. are limited to small data networks 

10. The data transmission rate of a modem is 
measured in 
a. bytes per second 
b. baud rate 
c. bits per second 
d. megahertz 

REVIEW PROBLEMS 
1. \:onvert the decimal number 146 to its binary equivalent. 

2. Convert the decimal number 146 to its binary-coded decimal equivalent. 
3. Convert the binary nUinber 01100010 to its decimal equivalent. 

4. Calculate the signal-to-noise ratio in dB which would be required for an ideal channel 
with a bandwidth of 4000 Hz? 

REVIEW QUESTIONS 
1. Explain the difference between analog and digital signals. 

2. Describe the binary number system and compare it to the decimal system. 
3. What are the four rules of binary addition? 

4. Define the 2s complement and demonstrate how it would be derived for a binary 
number. Use the 2s complement to effect subtraction of one binary number from another. 
Check the result by using standard binary subtraction. , 
s.· Draw a schematic of a transistor switch and explain the circuit operation which .\auses 

, it to function as an inverter. 
6. Draw the symbols of five different digital logic gates and show their truth tables. 
7. · What is the function of a latch? 

8. What is the function of a shift register? 

\ 
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9. Draw the functional diagram of a simple microprocessor system and describe the 
purposes of the various circuit componentS. , 

10. When a system is referred to as being "bus-oriented," what does it mean?. 

I I. Describe the evolution of the computer and indicate what advances served as the 
Important milestones in this development. 

12. What events served to spur the advancement -of the data communications field? 

13. Explain balld rate and describe how it may differ from information bit rate. 

14. What is multilevel encoding, and what are its benefits and limitations? 

15. What is the Nyquist rate? 
16. What aspect of the transmission channel is defined by the Shannon-Hartley law? 

17. How does noise affect channel capacity? 

18. Describe crossialk and give some possibilities for reducing its effect. 
19. Explain how an echo suppressor may interfere with data transmission. What steps arc 
normally taken to prevent this interference? 

20. What is phase-dela:y distortion and how does it affect data transmission? 
21." Describe how equalization can improve the ability of a transmissi,m channel to carry 
data. 
22. Uescribe four different codes used for data transmission and discuss their strengths 
and weaknesses. 

23. Describe three kinds of error-detection codes and explain how they detect data errors. 

24. What penalty is paid when an error-detection code is used? How may circuit effi-
. ciency be defined? What is the efficiency of a completely nonredundant code?. · 

25. Explain parity and discuss its use for data transmission systems. 
26. What is a forward error-correcting code? How do such codes function? 

27. What is a data set? Where is it used in a data transmission system? 
28. Discuss the differences between various modems, and.explain the significance of the 
differences.· 

29. Describe the RS'232 interface and explain its value for data transmission. 
30. Discuss the interconnection requirements for data sets when they are connected to 
telephone company circuits. 



Broadband Communications 
Systems 

In our world of direct intercontinental tele
phone subscriber dialing and instant world
wide telecasts, it is perhaps hard to realize 
how recent broadband long-distance commu
nications are. Some form of transoceanic 
communication has been going on for quite a 
long time, ever since the first transatlantic 
telegraph cable in the 1850s. The next mile
stone was 1901-Marconi's first transatlantic 
radio transmission. The bandwidths of these 
systems were very low, and information 
transmission painfully slow. 

The first real development in broad
band (1 kHz to 500 MHz) communications 
came in 1915, when vacuum-tube repeaters 
were first nsed, together with carrier teleph

. ony, to provide a coast-to-coast telephone 
service in the United States, featuring a few 
channels. By 1941, a coaxial cable system 
with 480 channels was in operation over a 
distance of 320 km from Minneapolis to Ste
vens Point, Wisconsin. 

Transcontinental communications be
came broadband and "took off" in 1956, the 
year in which the TAT-I cable was laid from 
Scotland to Newfoundland. This was really 
two cables, one for each direction · of trans
mission, and had. a capacity for 48 simultane- · 
ous telephone conversations. By 1984, there 
were nine major transatlantic cables, with the 
two biggest each havirig_a capacity of 4000 
two-way circuits. · 
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· Communications satellites came next 
ou the scene but have taken giant strides and 
currently provide a large proportion of inter
national circuits, as well as being the only 
means of transmitting intercontinental televi
sion. The first transatlantic transmission in
volved the Te/star satellite, in 1962. This sat
ellite was placed in . an .elliptical orbit, 
which was designed to bring it down rela
tively low (950 km at its lowest) over the At
lantic-. It lasted for 6 months and during that 
time was used for communications between 
the United States and Great Britain, France 
and Italy. 

The first geostationary satellite was 
Early Bird, launched in 1965, again over the 
Atlantic. It had a capacity of 66 telephone 
channels and one television bearer. It was 
subsequently replaced by INTELSAT II (In
ternational · Telecommunications Satellite 
Consortium) and INTELSAT III, and ex
panded to cover the three oceans. Currently 
INTELSAT V-A satellites are in service, with 
capacities in excess of 5000 telephone circuits. 
(depending on the configuration) as well as· 
several simultaneous TV transmissions. 
Meanwhile, short- and medium-haul broad
band systems have become longer, more 
wide-spread, more reliable and much more 
capacious. It will be seen in this chapter that 
systems with capacities in excess of 100,000 
circuits are now in service. 
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Fiberoptics are .the most recent devel
opment for long-distance · communicatious, 
and it is the current "growth industry" iu the 
field. The topic . was briefly introduced in 
Chapter 12 and will be discussed in depth in 
Chapter 18. 

Growth in trunk and international te
lephony has been no less spectacular. Indeed, 
a little reflection shows that. all these high
capacity systems would not be in service un
less they were needed! Signaling systems, 
too, have improved. At first, trunk calls were 
operator-connected, but, as volume grew, 
trunk telephone exchanges were provided 
and enabled subscribers· to dial their own 
trunk calls. This, of course, increased the 
volume of trunk calls, because of increased 
convenience. Nowadays, trunk and interna
tional telephone and telex communications 
would grind to a halt if exchanges suddenly 
failed. As an illustration, it is worth pointing 
out that the volume of trunk telephone calls 
in the United States reached a milestone in 
the early 1960s. Indeed, the level was then 
such that, if the calls had to be connected 
manually, the number of operators required 
would have been in excess of the total popula-

lion of the United States! The same ludicrous 
situation might soon have been reached with 
international communications, noting that 
international telephone calls grew at least 50-
fold from 1960 to 1980, except that nowadays 
international subscriber dialing is in wide
spread use, and its use is continually expand
ing. It is worth pointing out that new trunk 
and international telephone and telex ex" 
changes are computer-controlled, and most 
of them are digital. 

This chapter deals with each of the 
systems whose historical introduction was 
given above, It begins with multiplexing, 
which is a technique of combining channels 
to ensure that a large number of them can be 
carried on the ·one bearer without interfer
ence. "Continental" (as opposed to intercon
tinental) broadband systems are then dis
cussed, followed by coaxial cables, fiber-optic 
cables, microwave links and troposcatter sys
tems. The next major section covers subma
rine cable (both coaxial and fiber-optic) and 
satellite communications. Finally, long
distance telephony is covered briefly, in a sec
tion which introduces signaling systems, tele: 
phone exchanges and traffic engineering. 

OBJECTIVES 

15'~ I 

Upon completing· the material in Chapter I 5, the student will be able to: 

Define the term multiplexing and name the different types used in broadband commu
nications. 

Explain and compare the different long-haul (interc.onnecting) systems used through
out the world. 

Understand the basic routing process used for long-distance telephony. 

MULTIPLEXING 

Multiplexing is the sending of a number of separate signals together, over the same 
cable or bearer, simultaneously and without interference . .There are generally two 
classifications. Time-division multiplex, or TDM, is a method of separating, in the time 
domain, pulses belonging to different transmissions. Use is made of the fact that pulses 
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are generally narrow, and separation between successive pulses is rather wide (see also 
Chapter 13). It is possible, provided that both ends of a link are synchronized, to use 
the wide spaces for pulses belonging to pther transmissions. 

On the other hand, frequency-division multiplex, or FDM, concerns itself with 
combining continuous (or analog) signals. It may be thought of as an outgrowth of 
independent-sideband transmission, on a much-enlarged scale; i.e., 12 or 16 channels 
are combined into a group, 5 groups into a supergroup, and so on, using frequencies 
and arrangements that are standard on a worldwide scale. Each group, supergroup or 
larger aggregate is then sent as a whole unit on one microwave link, cable; or oiher 
broadband system. 

15-1.1 Frequency-Division Multiplex 
It is often necessary to send a large number of independent telephone or telegraph 
channels from one point to another. Between any two major cities in advanced coun
tries, there may be requirements for thousands or even tens of thousands of simultane
ous telephone, telex and data transmissions. Clearly, it would be unthinkably expen
sive to devote a separate cable or radio link to each transmission, and thus some kind of 
combination of channels (without mutual interference) is indicated. This is done in 
FDM by taking a bandwidth adequate for the number of channels required and allocat
ing each channel to a frequency "slot" adjacent to the previous channel. However, for 
reasons of flexibility, economy and simplicity, such frequency translations are not 
performed in one step. Instead, standardized groupings of channels are used, and 
several steps of frequency translation take place before all the channels have been 
placed in their locations in the frequency spectrum that is transmitted in a particular 
link. 

Group formation The basic group is the smallest standard agglomeration of chan
nels. It generally consists of 12 adjacent 4-kHz channels, occupying the frequency 
range from 60 to 108 kHz. A low-level pilot is transmitted at 104.08 kHz, for regulat
ing and monitoring purposes. Narrower channels are used in many submarine cables, 
and so here a basic group consists of sixteen 3-kHz channels, occupying the same 
48-kHz range as the 12-channel basic group. Figure 15-1 shows the channel arrange-

104.08-kHz pilot 

Channel no. N\GtZtZNZtZt([Zt1t( 
Frequency (kHz) 60 64 68 72 76 ao 84 BB 92 96 100 104 108 -

/a) 

84-kHz pilot 

Channel no.[\,£ /I\, ,(t'.'.'. }tZ /]'\ ~ }tZ)J 
Frequency (kHz) 60 63 66 69 72 75 78 81 84 87 90 93 96 99 102 105 108 

/b) 

FIGURE 15-1 , Channel arrangement in basic group B: (a) for 12"channel group; (b) for 
16-channel group. 
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ment for a basic group B in each case and also makes it apparent why the pilot in a 
16-channel basic group cannot be at 104.08 kHz-84 kHz is ·used instead. Note that 
the basic group A occupies the frequen~y range of 12 to 60 kHz but is not normally 
used. 

It is seen that all the channels in the basic 12-channel group Bare inverted (and 
the group is therefore also said to be inverted). The lowest frequencies in each channel 
are at the upper end of the allocated frequency "slot" for that channel. As shown in 
Figure 15-1, the method of producing the basic group is a process of extension from 
single-sideband, suppressed carrier. It may be said that ali 12 channels in the basic 
group are lower sidebands (see also Section 4-4.3). The basic 16-channel group is a 
mixture of inverted and erect channels. The reasons for such arrangements are partly 
practical and partly historical. 

Figure 15-2 is a simplified block diagram of channel translating equipment 
(CTE) and shows how a basic group is assembled. It is seen that the process is a 
repetitive one of producing adjacent lower sidebands, with a frequency separation of 
900 Hz betwe~n adjoining channels. It should be noted that Figure 15-2 is a simplifica
tion, in that practical CTEs ge,nerally have four pregroup modulators, in which sub-

Channel 1 in 
300 to 3400 Hz 

Amplifier 

Channel 2fn 
300 to 3400 Hz 

Amplifier 

Balanced 
modulator 

108 kHz 

Crystal 
oscillator 

and buffer 

Balanced 
modulator 

104 kHz 

Crystal 
oscillator 

and buffer 

LSB filter 

100.6 to 103. 7 kHz 

104.Gto 107.7 kHz 

Basic 
group out 

Adder 
and 

r------ group 

104.08-kHz J\l--+--;:=f~il[to~, :::'. 
pilot inject \ 

I 
I 
I 
I 

Crystal 
oscill.ator 

and buffer 

----------------------------------l 

Amplifier 

Channel 12 in 
300 to 3400 Hz 

Bafllnced 
modulator 

64 kHz 

Crystal 
oscillator 

and buffer 

60.6 to 63.7 kHz 

LSB filter 

FIGURE 15-2 Channel translating equipment (CTE) showing the formation of a basic 
12-channel group B. 
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547.92-kHz 

Group no. 

Channel no. 

Frequency (kHz) 

FIGURE. 15-3 Group and channel arrangement in basic supergroup. (Note: The super
group pilot lies between channels 11 and 12 in group 5.) 

groups of three channels are produced and then combined into a group. A 16-channel 
group is produced in a similar fashion, in a 16-channel CTE. 

Formation of higher-order gronpings The next step up from a group is the basic 
supergroup, consisting of five groups, and occupying the frequency range of 312 to 
552 kHz, i.e., a bandwidth of 240 kHz, as might be expected. Figure 15-3 shows the 
location of channels and groups in the basic supergroup. Note that the basic supergroup 
is erect and that, now that they have been translated higher up into the frequency 
spectrum, the groups are no longer called ''basic.'' The basic supergroup is formed in 
a group translating equipment (GTE), in a process similar to group formation. The 
super-group pilot is injected at 547.94 kHz. Supergroups may be combined to form 
mastergroups, supermastergroups, and so on. 

It will be noted that all the descriptions so far have been related to only one 
direction of transmission, at least by default. What happens in a practical system, of 
course, is that the supergroup, etc., assembly for the reverse direction of transmission 
is performed in precisely the same fashion. However, supergroups belonging to oppo
site directions of transmission are allocated differing frequencies in the spectrum, 
different coaxial tubes, or different optic fiber pairs, so that no confusion or interfer
ence will take place. For example, in a system where only one supergroup is ·required, 
the supergroup in one direction is allocated the frequency range from 12 to 252 kHz, 
and the supergroup in the other direction occupies 312 to 552 kHz, the latter corre
sponding to the frequency range of the basic supergroup. The next assemblage up in 
the hierarchy is the mastergroup (five supergroups) and then the supermastergroup 
(three mastergroups). The supermastergroup, or 15-supergroup assembly, is thus seen 
to consist of 900 channels, and about 4 MHz in each direction of transmission. All that 
now remains to be done is to transmit and receive the assemblage of channels, and the 
normal methods of doing this are discussed in Sections 15-2 and 15-3. 

15-1.2 Time-Division Multiplex 
The topic ofTDM is an extension ofpuise modulation, discussed in Chapter 13. It is 
covered here to permit the two major multiplexing methods to be compared. In time
division multiplex, use is made of the fact that narrow pulses with wide spaces between 
them are generated in any of the pulse modulation systems, so that the spaces can be 
used by signals from other sources. Moreover, although the spaces are. relatively fixed 



BROADBAND COMMUNICATIONS SYSTEMS 567, 

in width, pulses may be made as narrow as desired, thus permitting the gene1ation of 
high-level hierarchies. 

The method of achieving TDM is best illustrated by describing the make~p of 
an actual system, and so a practical basic PCM system used in North America has been 
selected as the example. In somewhat simplified fashion, this may be described as a 
24-channel system, having a sampling rate of 8000 samples per second, 8 bits (i.e.; 
256 sampling levels) per sample, and a. pulse width of approximately 0.625 µ,s. This 
means that the sampling interval is 1/8000 = 0.000125 s = 125 µ,s, and the period 
required for each pulse group is 8 x 0.625 = 5 µ,s. If there were no multiplexing and 
only one channel were sent, the transmission would consist of 8000 frames per second, 
each made up of furious activity during the first 5 µs and nothing at all during the 

· remaining 120 µs. This would clearly be wasteful and would represent an unnecessar
ily complicated method of encoding a single channel, and so this system exploits the 
large spaces between the pulse groups. In fact, each i25-µ,s frame is used to provide 24 
adjacent channel time slots, with the twenty-fifth slot assigned for synchronization. 
Each frame consists of 193 bits-24 x 8 for each channel, plus l for sync, and since 
there are 8000 frames per second, the bit rate is 1.544 Mbit/s. 

Slow-speed TDM, as often used in radiotelemetry, is.produced simply with 
rotating mechanical switches. A number of channels are fed simultaneously to the 
switch in the transmitter-une channel to each switch contact-while the output is 
taken from the moving rotor. This rotates slowly and remains in contact with each 
channel for a predetermined period, during which time the output of that channel is the 
only one passed on for transmission. There is a corresponding rotating switch in the 
receiver, synchronized to the one in the transmitter, which reverses the process to 
separate the received channels. 

The high-speed TOM described here uses electronic switching and delay lines 
to accomplish the same result. Each sampliQg circuit, one per channel, simultaneously 
receives a trigger pulse which causes it to sample its signal, and each channel output is 
then fed to an adder. However, whereas the output of the first sampler goes straight to 
the adder, that of the second is delayed by 5 µs, with a delay line or delay circuit. The 
output of.the third sampling circuit is similarly delayed but by IO µs, and so on, until 
the twenty-fourth channel is delayed by 115 µs. In this way, each successive interval 
during the 125-µ,s frame is occupied by the transmission of a different channel, and the 
process is repeated 8000 times per second. 

In the receiver, the output of the main de.tector is fed simultaneously to 24 AND 
gates. An AND gate, or coincidence circuit, is a simpl)'. device having one output and 
two or more input terminals,, so arranged that an output is obtained only if all (in this 
.case both) input signals are present. In this case each gate has two· input terminals, and 
the second input to each gate is provided from a clock-synchronized gating generator, 
which is a mpnostable multivibrator providing rectangular pulses of 5 µs duration, 
8000 times per second. Delay lines or circuits are used once again, with the. gating 
pulse to the first

1
gate not delayed at all, that to the second gate delayed by 5 µs and ~o 

forth. In this fashion each gate is open only during the appropriate time intervals, and 
the 24 channels iw., duly separated. 

If transmission is by wire, the 1 .544-Mbit/s pulse train is the signal sent, but if 
cable or radio communication is used, the pulse train either modulates the carrier or 
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else is further multiplexed, with similar. pµlse trains, all combined together into ·a 
higher TDM hierarchical level. 

Higher-order digital multiplexing The two TDM systems thus far described are 
generally called "primary PCM" and represent the lowest order of multiplexing, simi
lar to the group in _FDM. As in FDM, higher orders of multiplexing have been defined 
and are in use, corresponding to supergroups, mastergroups and so on. They are in use 
between places which have sufficient mutual traffic to warrant using such large group
ings. 

The secondary multiplex level, in both systems, is obtained from combining 
four primary-level signals. It provides 96 channels in the IL-law system and 120 chan
nels in the A-law system. The bit rates are, respectively, 6.312 Mbit/s and 
8.448 Mbit/s. Note that each of these rates is somewhat more than four times the 
corresponding primary bit rate-the additional bits are necessary. for synchronization 
and other "housekeeping" duties. The method of obtaining secondary multiplex levels 
consists essentially in dividing by 4 the pulse widths in the primary level signal and 
using the slots thus vacated to combine four primary streams, using delay lines or 
circuits in much the same way as was applied when the primary multiplex level was 
being prnduced. Still-higher TDM levels are obtained by the extension of this process, 
and Table 15-1 shows the levels in common use in both systems. 

The methods of transmitting and receiving digitally multiplexed signals are 
disc11ssed in Sel:!ions 15-2 and 15-3. 

SHORT· AND MEDIUM-HAUL SYSTEMS 

To provide the required large number of telephone and other channels in national trunk 
routes, broadband systems are universally employed, consisting of coaxial cables, 

· fiber,optic cables, microwave links, domestic satellites ·or occasionally tropospheric 
scatter links. 

Coaxial cable is preferred to wire pairs in these circumstances, for its much 
greater available bandwidth, lower losses and much lower crosstalk. Fiber-optic cable, 

TAB 51 LE 1 · Dl1 tal Mulltplex Hlerarch1es 
µ.-LAW 

NO.OF 
MULTIPLEX BIT RATE TELEPHONE 
ORDER /(Mbit/s) CHANNELS 

1st 1.544 24 
2nd -6.312 96 
3rd 44.736* 672 
4th 9It 1344 
5th 274t . 4032 

*32.064 Mbitls (= 384 channels) available as an alternative. 
t Rounded to the nearest megabit. 

BIT RATE 
(Mbit/s) 

2.048 
8.448 

34.368 
140t 
565H 

tAn intennediate level of 280.Mbit/s (= 3840 channels) is also.in use. 

I ' 

A-LAW 
NO.OF 
TELEPHONE 
CHANNELS 

30 
120 
480 

1920 
7680 
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or "lightguide" is a logical extension of coaxial cable; to higher (infrared) frequencies 
and even greater bandwidths. Microwave links, in tum, are preferred to lower

. frequency links for a variety of reasons, the major ones being the requirement for large 
bandwidths and highly directional antennas of manageable size. Such antennas reduce 
interference to and by the system, as well as providing high effective radiated powers 
in the wanted directions. Taking all factors into consideration, there is not too much to 
choose between microwave links and coaxial cables (except that generally cables are 
more expensive), so that the national grids of developed countries generally consist of 
a mixture of the two transmission media. Fiber optics came on the scene more recently 
and are expanding rapidly because of lower costs, as well as when very large band
widths are needed. 

Domestic satellite systems are in use in a great number of physically large 
countries, and regional satellites are employed by groups of closely connected neigh
boring countries, such as those in Western Europe and the Arab world. They have the 
advantage of great flexibility, being independent of difficult terrain, and lower costs 
for greater distances, because costs are essentially independent of distance, whereas 

· they are proportional to distance for terrestrial systems. Finally, tropospheric scatter 
links are used in sparsely populated, difficult terrain, to interconnect islands or oil rigs, 
or in situations where territorial or political considerations prevent the use of the other 
terrestrial systems. 

Each of the media described provides good-quality broadband communica
tions, and each will .now be discussed in tum, and for convenience, domestic satellites 
will be covered with international satellites in Section 15-3. 

15-2.1 Coaxial Cables 
A coaxial cable system consists of a tube carrying a number of coaxial cables of the 
type covered in Chapter 7, together with repeaters and other ancillary equipment. 
Separate cables are used for the two directions of transmission, and a pair of spare 
cables is also provided for protection in case of failure. The number of cables per tube 
may be as low as four in smaller systems or as high as 22 in major systems, as 

. illustrated.in Figure 15-4. The typical number.of channels per cable varies from 600 in 
a 3-MHz system to 3600 in an 18-MHz system. 

Since signals are attenuated as they travel along the cable (see Section 7-1.3), 
amplifying repeaters must be. placed at suitable intervals along the route. The distance 
varies, being roughly inversely proportional to the bandwidth of the system. It may be 
as much as 10 km between repeaters for a small system, but in the L5 system, of Figure 
15-4, where bandwidths for all cables are nearly 58 MHz, repeaters are placed at 
1.6-km intervals. Since there are repeaters, a de supply must be fed to the cable to 
power them. In the L5 system, de power-feeding stations are located 120 km apart, 
i.e., 75 repeaters apart. Assuming an 18-V drop across each repeater, and noting that 
repeaters are in series for direct current since otherwise the required currents wo.uld be 
too high, this means that the de voltage applied at each station must be 1350 V. To 
minimize insulation problems, what is done in practice is to apply voltages of half that 
value, but of opposite polarities, at the two adjoining de feed stations. A station at one 
end may thus feed +675 V to the cable, while the next station along feeds -675 V 
toward the first station and +675 V toward the next station down the cable. 
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FIGURE 15-4 Coaxial cable u5ed In the LS system for carrying up to 108,000 simultane• 
ous two-way'telephone convei'sations. (By permission of AT&T Long Lines.) 

Broadband systems must have excellent frequency and phase-delay responses 
to be of use. This cannot be achieved by cables and repeaters unaided, so that equaliz
ers are also locaied.along the cable, 60 km apart in the LS system. It should be noted 
that there is need for two kinds of e_qualizers. The fixed type compensates for constant, 
known deviations in frequency and phase response which are inherent in each particu
lar system. Adjustable eqilalizers, generally provided at the two ends of the system, are 
used to compensate for the variables and the unpredictable variations. Where adjust
al)le equalizers are lrn:"ate,l in underground stations along the cable, they are normally 
adjustable in steps rather than continuously. In modem systems these adjustments may 
be made from the ~ontrol stations at the ends, by sending appropriate signals down the 
cable. Finally, to e_nsure constant gain along the system, thus preventing excessive 
noise and intermodulation distortion, the gain of repeaters is regulated. This may be 
done by having adjustable-gain repeaters at intervals along the cable and aliering their 
gain as required with suitable control signals. 

Multiplexing and demultiplexing bays form the major portion of the terminal 
equipment. It is in these bays that FDM, as described in Section 15-1, takes place. De 
power feed equiprrientis also. located at the terminals, as are interconnections to other 
systems, be they local or trunk. Surveillance equipment is also provided at terminal 

·' 
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stations. It is here that system pilots are applied, and those that were applied at the 
other end are extracted. A distinction should be made between a supergroup-or even 
supermastergroup-pilot, as described in Section 15-1.1, and a system pilot. The latter 
belongs to the system and is used for end-to-end system regulation and monitoring. 
The supergroup pilot is applie.d at the point at which the supergroup is formed and 
extracted at the point at which it is broken up. It is used for regulating and monitoring 
that particular supergroup, which may traverse many dtfferent links. Although each is 
regulated, small, in-tolerance departures from correct response in the various links may 
be additive, resulting in a supergroup that is out of tolerance end to end. Finally, each · 
terminaris provided with equipment which, should there be a cable failure, permits it 
to interrogate t_he repeaters in the link, so as to allow quick localization of the fault. 
Furthermore, to minimize the effects of outages, terminal stations may be provided 
with redundant and/or duplicated systems, allowing their staff to patch rapidly around 
_any breaks. 

Some students-may wonder why communications systems tend to have more 
and more capacity. The answer is that long-distance telephony, telex and television 
transmissions in most countries have been increasing at high rates, for over two dec
ades, while data transmission in developed countries is growing at very high annual 
rates of clos-e to 50 percent. Coupled to this demand growth is the fact that a 10,800-
channel system is decidedly cheaper t9 install and maintain than three 3600-channel 
systems. Such broadband links are manufactured by some of the world's most modem, 
efficient and reliable companies. 

15-2.2- Fiber-Optic Links 
It was shown in Section 12-9 how coherent waves at light and infrared frequencies may 
be generated (with lasers or light-emitting diodes) and how they may be detected (with 
photodiodes). It now remains to discuss the intervening medium, which unfortunately 
cannot be open space-at least not on the earth's surface. This is because light or 
infrared is subject to far too much absorption in open ·space, be it by. the moisture 
content and dust in the air or, worse still, fog or rain. Similarly, plenty of interference 
can be expected from the many light sources in constant use. Accordingly, optical 
fibers are used for light and infrared transmissions, in a manner virtually identical to 
waveguides at microwave frequencies. Because of the importance of this form of 
commuriications system and its relevance to today's communication industry, this 
topic will be discussed in detail in Chapter 18. 

15-2.3 Microwave Links 
A microwave link performs the same functions as a copper or optic fiber cable, but in 
a different manner, by using point-to-point microwave transmission between repeaters. 
Many links operate in the 4- and 6-GHz region, but some links operate at frequencies 
as low as 2 GHz and others at frequencies as high as 13 GHz. Propagation is of course 
by means of the space wave and therefore limited to li11e of sight. Typical· repeater 
spacings are close to 50 km, unless a city repeater is located on top of a special tower, 
or a country one on a hill. Even then, much larger repeater spacings cannot be used 
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because of the very high attenuation with distance (see Section 16-1.2) to which radio 
waves are subject. 

A microwave link terminal has a number of similarities to a coaxial cable 
terminal. The multiplex equipment wjll be very similar, if not identical, as will be the 
channel capacity. Where a cable systeln uses a number of coaxial cable pairs, a micro
wave link will use a number of carri~rs at various frequencies within the bandwidth 
allocated to the system. The effect is much the same, and once again a spare carrier is 
used as a "protection" bearer in case one of the working bearers fails. Finally, ·t1rere 
_are interconnections at the terminal to other microwave or cable systems, locai or
trunk .. 

The similarities are in what is done, and the differences lie in the specific detail 
of how it is done. To illustrate the latter point, the simplified block diagram of a typical 
microwave repeater is shown in Figure 15-5. Essentially, the repeater receives a modu
lated microwave signal from one repeater and transmits to the next one, and an identi
cal chain is provided for working in the other direction. The only difference here is that 
the transmissions in the two directions are somewhat different in frequency to avoid 
interference; the frequency difference is typically a few hundred megahertz at the 4- or 
6-GHz operating frequencies. 

The block diagram in Figure 15-5 shows no amplification of the received signal 
at the radio frequency. Rather, there is conversion down to an IF which is almost 
invariably 70 MHz, and this is the frequency at which the bulk of amplification takes 
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FIGURE 15-5 Simplified block diagram of microwave link carrier chain, shown receiving 
from A direction and transmitting in B direction. ' 
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·place in the link shown. Indeed, low-power links have a modulated output oscillator 
rather than a power output amplifier, and in those links all of the amplification will 
take place at 70 MHz. The reason for this frequency conversion in existing links is 
noise reduction: until recently, it has been a lot easier to produce a very low-noise 
amplifier at 70 MHz than 4 GHz or above. A typical microwave link consists of 
several repeaters between the end points, and of course noise is additive for analog 
systems. The latest developments in microwave transistors have dramatically reduced 
their noise figures, and so microwave links (especially digital ones) are beginning to 
appear with RF preamplifiers. 

One must not lose sight of the fact that having a low-noise, sensitive receiver 
allows the designer to reduce transmit power in proportion; if receiver noise figure can 
be halved, so can the required link output power. In tum, this allows cost and size 
reductions in every repeater of what might be a very long chain. 

The antennas most frequently used are those with parabolic reflectors. Hoghom 
antennas (see Section 9.7) are preferred for high-density links, since they are broad
band and low-noise. They also lend themselves to so-called frequency reuse, by means 
of separation of signals through vertical and horizontal polarization. Hoghoms are 
widely used in the very common United States microwave links ih the TD-2C and 
TD-3C series. i 

The circulator, as will be recalled from Section 10-5.2, ensµres a connection 
betweeu the adjoining ports in the direction of the arrow but, not between any other 
ports. In Figure 15-5, this means that the transmitter is connected tb the antenna and 
the antenna tci the receiver, but the transmitter has no direct connection to the receiver 
input. If this' were not ensured, the receiver mixer would be burned out with remarka
ble rapidity. The mixer is further safeguarded by protection circuits from overloads 
caused by any transmission, ·often but not always generated by transmitters connected 
to the same antenna. 

The receiver mixer is nowadays almost exclusively a Schottky-barrier diode 
(see Sections 12-8.2 and 10-5.3), since this i~ a very low-noise device. Indeed, other 
mixer diodes in older systems have generally been replaced through retrofitting with 
Schottky diodes. The mixer is followed by a bandpass filter, usually operating at 
70 MHz and having a bandwidth in the vicinity of 12 MHz. The filter provides the 
selectivity of the system, ensuring that signals belonging to the other carriers in the 
system are rejected adequately. The IF amplifier comes next and, as mentioned, pro
vides most of the gain of the repeater. It is almost invariably a low-noise, ultra-linear, 
very broadband transistor amplifier, which consists of several stages and has AGC 
applied to it. , 

The amplitude limiter follows the IF amplifier, to prevent spurious amplitude 
modulation, as described in Section 6-4.2. In modem links a carrier is injected at this 
point if the preceding link has failed and no signal is being received. If this were not 
done, a lot of noise would be transmitted by the link, since AGC would disappear and 

, IF amplifier gain would rise to a maximum. 
Varactor diodes (see Section 12-3) are most often used in the transmitter mixer, 

w)ose function it is to bring th6 IF output up to the transmitting microwave frequency. 
This mixer is followed by a bandpa~s. (ilter to prevent any straying into una11_thorized 
portions of the frequency spectru~ or:interference to other carriers in the link. 
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The output power of a link varies, depending on the bandwidth and therefore 
the number of circuits per carrier, and -on the distance to the next repeater. In most 
cases powers between 0.25 and 10 W are. transmitted, with 2 to 5 W most common. 
For powers of 0.5 W or less;a power amplifier is not required, and a power oscillator 
is used instead. This is most likely to be a reflex klystron (see Section 11-3) in older 
equipmen.t, a Gunn diode (see Section 12-6) or an IMPATT diode (see Section 12-7) in 
more modern equipment. The semiconductor devices are preferred for their greater 
reliability, lower power consumption and simpler power supply requirements. For 
powers of 1 to 5 W, at frequencies not exceeding 6 GHz, output amplifiers are used, 
being most commonly push-pull metal-ceramic disk-seal triodes (see Section 11-1.2) 
or single-ended TWT amplifiers (see Section 11-5). Equipment installed during the 
1980s is most likely to use PET power amplifiers. For powers in excess of about 5 W, 
and certainly at frequencies above 6 GHz, traveling-wave t\lbes are almost universal as 
power amplifiers. They are then preferred to semiconductor d.evices because of their 
much higher available output powers. 

The microwave source was a klystron up to the 1960s, and a Gunn oscillator 
with AFC in the 1970s, but it is nowadays most likely to be a VHF transistor crystal 
oscillator, with a varactor multiplier. Multiplication factors are of the orderof 20 to 40, 
·and the power output is in the vicinity of 200 mW. The power splitter sends approxi
mately 75 percent of the power to the transmitter mixer, and the rest to the mixer which 
is also fed by the shift oscillator. The function of this circuit is to ensure that the 
receiver mixer is fed .with a frequency 70 MHz higher than the incoming signal, so as 
to provide the 70-MHz frequency difference for the IF amplifier. This assumes that the 
receive and transmit frequencies are the same and implies that the receive and transmit 
frequencies in the A direction in Figure 15-5 are a few hundred megahertz higher or 
lower than in the B direction for which the figure is.drawn. Some links operate slightly 
differently, and their receive and transmit frequencies in a given direction are some
what different. The shift oscillator provides the appropriately different frequency, to 
ensure still that an IF or 70 MHz is available. The function of the bandpass filter is to 
remove the unwanted frequencies from the output of the balanced mixer which pre
cedes it. 

The typical number,of carriers (in each di,ection) in a microwave link is at least 
four, and sometimes as ntany as 12. There are normally 600 to 2700 channels per 
carrier. In difficult locations, diversity may be used, in which case it is most likely to 
be space diversity incorporating pairs of antennas for the same direction. Also, it must 
be reiterated that the repeaters are not directly involved in the modulation procers. This 
is because they are simply repeaters; their function is to receive, amplify and retrans
mit. The fact that frequency changing takes place is extraneous to their function and 
should certainly not be confused with IF amplification in ordinary receivers (where IF 
amplifiers are followed by demodulators). Modulation does of course take place, as 
does demodulation, but mdy at the terminals, not at repeaters. 

The towers used for microwave links range in height up to about 25 m, depend
ing on the terrain, length of that particular link and location of the tower itself. Such 
link repeaters are unattended, and, unlike coaxial cables where direct current is fed 
down the cable, repeaters must have their own power supplies. The-200 to 300 W of de 
power required by a link js generaUy proyided by a battery. In turn, the power is 
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replenished by a generator, which may be diesel, wind-driven or, in some (especially 
desert) locations, solar. The antennas themselves are mounted near the top of the 
tower, a few meters apart in the case of space diversity. They must be accurately 
aligned to the next repeater in the link, because beamwidths are less than 2°, and any 
misalignment causes a po)ller loss. Alignment is one of the many items checked at each 
periodical maintenance visit to a repeater. 

It was stated at the beginning of this section that microwave links and coaxial 
cables perform essentially the same functions. Given that, it may be thought that the 
two media are in competition. So they are, up to a point, but not to the extent that any 
one system is likely to oust the other. Basically, microwave links are cheaper and have 
better properties for TV transmission, although coaxial cable is much less prone to 
interference. (Coaxial cables are more prone to the kind of industrial interference 
caused by people using bulldozers and other digging appliances without first checking 
a map!) The preference for microwave links in transmitting TV programs to distant 
stations for rebroadcasting is due to the lesser number of repeaters for a given distance, 
as compared with a coaxial cable. In tum, this reduces the cumulative phase and 
amplitude distortion over the large bandwidth occupied by TV. On the other hand, a 
microwave link is far more subject to impulse noise, or ''hits,'' than the cable, which 
is protected and a closed-circuit system. The overall result of these considerations is 
that the two media are complementary over the "backbone" routes in most developed 
countries, although microwave links predominate over the lesser routes. 

15-2.4 Tropospheric Scatter Links 
Troposcatter propagation was described in Section 8-2.4. Its application is in tropo
scatter communications links, which are now discussed. 

A troposcatter link terminal is rather similar to a microwave link terminal, and 
indeed a typical block diagram is sufficiently like Figure 15-_5 that a separate block is 
not shown. The main ilifferences lie in the very much higher output powers and lower 
receiver noise figures in troposcatter links. Typical output powers are.I to 10 kW, but 
powers as high as 100 kW have been used for broadband links, although as little'as. 
5 W may be sufficient for a short link designed to carry only eight voice channels. 
Powers of 1 to 5 kW are achieved with either high-power TWTs or multicavity kly
strons, and klystrons are used to provide the higher powers. At 790 to 960 MHz, 
perhaps the most common frequency range, receivers have low-noise transistor RF 
amplifiers. In th.e 2- and 5-GHz ranges,· tunnel-diode or parametric amplifiers· are 
common (see Sections 12-5 and 12-4, respectively); receiver noise figures under 2 dB 
are the norm. The attenuation over a troposcatter path is fearful; hence the high trans
mitting powers used. Everything else being equal, a 3-dB improvement in receiver 
noise figure may permit a 3-dB reduction in the transmitted power. 

Diversity is always used in troposcatter links. It may be space, polarization, or 
frequency diversity, or quadruple diversity-a combinatiqn of any two of those
where fading is particularly severe, i.e., on most longer links. This causes added : 
terminal complexity, but it results in greatly improved reliability. For'example, most' 
modem systems are unavailable, because of fading, for an average of less than 0.1 
percent of the time during the worst month of the year. 
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A high proportion of troposcatter links is single-span, although others may have 
up to 20 spans. This depends on circumstances. A point-to-point link over inaccessible 
terrain is likely to be single-span, with a Iength·of 300 to 1000 km. A link designed to 
provide communications for a group of islands, such as in the Caribbean, Indonesia or 
the Philippines, will have several spans, with baseband access at each point. Antenna 
diameters vary correspondingly, with typical diameters of 15 m for broadband links. 
Longer paths may require parabolic reflectors with diameters as large as 40 m, making 
them even larger than satellite earth station antennas. 

A typical broadband link may carry 192 two-way voice channels, i.e., three 
supergroups plus one group. Capacities in excess of five supergroups are, however, ·: 
available, and indeed some shorter links can even carry TV. 

Finally, it should be noted that the capital cost of troposcatter links, in dollars 
per circuit-kilometer,·is perhaps four times that of coaxial cable, making it about 12 
times that of microwave links. Operating costs are roughly in the same proportion, 
being high for troposcatter because of tlie high powers required. Accordingly, tropo-. 
scatter links are used where special considerations so dictate, rather than interchange
ably with the other two broadband transmission media. 

LONG-HAUL SYSTEMS 

Submarine cables and satellites are the two available means of intercontinental broad
band communication. They bear the same competitive and complementary relationship 
to each other as coaxial cables and microwave links on land. Being historically first, by 
a dozen or so years, submarine cables are discussed .first. 

15-3.1 Submarine Cables 

\ 
\ 

Subr.iarine cables use principles very much like those of coaxial cables. Thus they are 
coaxial, have repeaters and equalizers and have de power fed to them, with opposite 
polarities fed from opposite ends to reduce insulation problems. However, submarine 
cables use a single coaxial tube for both directions of transmission, with frequency 
techniques similar to those of microwave links to separate the two directions. The 
extent to which cables have spread out around ·the world, since TM-I in 1956, is 
shown in Figure 15-6. ··......_ 

Cables such as the 48-circuit TAP! and the 80-circuit·CANTAT-I 0961) are 
often referred to as "first-generation" cables. They feature vacuum-tube repeaters, at 
intervals of 50 to 60 km. Second-generation cables, .such as the SAT-I (1968) cable 
from Portugal to South Africa, have up to 360 circuits, with vacuum-tube repeaters at 
18-km intervals. Vacuum tubes were used as late as 1968 because of their proven 
reliability. Submerged cable or repeater repair is perfectiy feasible, but is a complex 
and costly process. It involves sending cableships to the affected area and dragging the 
sea bottom for the cable, while the interrupted circuits are,restored via another cable or 
a satellite (at no small cost). It can therefore be appreciated that reliability is the . 
keynote, and vacuum tubes had certainly established a reputation for that in submarine 
systems. 
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FIGURE 15-6 The world's major submarine cables and satellite earth stations. The 
curved lines indicate the coverage area limits of the satellites shown along the equator. 
(Map continues on p. 578.) (Courtesy of Overseas Telecommunications Commission, Australia.) 

However, increased bandwidths mean reduced repeater gains and increased 
cable losses, and so repeaters must be placed closer together. For long cable segments, 
this results in unduly high de voltages required at the two ends to accommodate· the 
70-V drop per vacuum tube repeater. Thus the third- and subsequent-generation ca
bles have ·used transistor repeaters exclusively, with voltage drops of only 12 V per 
repeater. The TASMAN cable (1974, 480 circuits from Australia to New Zealand) and 
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(Map continued from p. 577.) 

the TAT-5 cable (1970, 845 circuits from the United States to Spain), both shown on 
Figure 15-6, are typical examples of third-generation cables. 

CANTAT 2 is typical of fourth-generation cables. It was laid in 1974 and pro
vides 1840 circuits between Canada and Great Britain. Figure 15-7 shows the cable, 
both lightweight and armored, used in CANTAT 2, and a repeater from the system is 
shown in Figure 15-8. The repeaters are, of course, all solid-state, with separations of 
about 11 km in practice. This .is a very successful design, first used in I 971 for a cable 
between Spain and the Canary Islands and subsequently employed in the Mediterra-
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FIGURE 15-7 Display of submarine cable used in CANT AT 2; the overall diameter of each 
cable is 44.5 mm. (Courtesy of Standard Telephones and Cables, PLC, London.) 

nean (several cables), the Atlantic (COLUMBUS, southern segment of ATLANTIS, in 
1982) and the Pacific (ANZCAN, 1984), as well as several shorter cables in Europe and 
southeast Asia. All these are shown in Figure 15-6, except the fuany Mediterranean 
cables, which are omitted for lack of space. I 

Cable is laid by cableships operating from the two ends separately and some
times simultaneously, moving at typical speeds of about 8 knots (about 15 km/h)-the 
final splice is thus the midocean one. Lightweight cable is used for most of the length, 
including all deep sea portions. Sometimes, where great depths are involved, the cable 
is laid with sea parachutes, to slow its descent and therefore the rate <if temperature 
change undergone by the cable and electronic components. The repeaters are rigid, and 
ingenious methods of bypassing shipboard sheaves have been developed. Armored 
cable is used for the shore ends as protection llgainst trawlers, ships' anchors and tidal 

· movements. In well-known fishing areas, particularly if they are· shallow, the tech-
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Construction of typical deep sea repeater unit and housing 

FIGURE 15-8 Construction of CANTAT 2 submerged repeater. (By courtesy of Standard 
Telephones and Cables, PLC, London.) 

nique of ploughing-in is used if the sea bottom permits. As the cable is paid out from 
the ship, a specially designed submarine, towed by a wire, cuts a 60-cm-deep trench 
for the cable to fall into; the trench is then covered. This was in fact done for the first 
220 km of the CANTAT 2 cable off the Canadian continental shelf, except for t!te 
repeaters, which were too thick to be buried. 

The CANTAT 2 repeaters, typical in this regard, are 25 cm in diameter and 
nearly 3 · m long. Their function, as mighl be gathered, is simply to amplify. This must 
be done for both directions. The function of _the power-separating and the directional 
filters in Figure 15-8 is to help in this regard. In the CANTAT 2 cable, the 23 super
groups are accommodated in the frequency band 312 to 6012 kHz in one direction, and 
8000 to 13,700 kHz in the other direction. Inquisitive students who perform the appro
priate calculations will realize that the above figures correspond to 3-kHz circuits and 
SO-circuit supergroups. It will be recalled that submarine cables are expensive, and 
3-kHz voice circuits are often used. Supervisory tones and cable and system pilots are 
assigned various portions of the nearly 14-MHz spectrum, leaving 940 kHz for separa
tion between the two directions; this is quite adequate in, practice. 

Reliability is the keynoie of a submarine cable project. This point cannot be 
stressed enough. Whether it is the cable itself, repeaters, equalizers, cable station· 
terminal equipment or power feed equipment, everything is. engineered for a long life 
and slight, predictable aging. All cable and repeater welding is done by specially 
trained personnel, and all welds are checked by x-ray. The electronic components are 
assembled and tested under dustfree, laboratory conditions. All the components are 
used at well below their maximum ratings, and key compopents are duplicated. The 
performance of the system is monitored by the cableship during laying, and from the 
terminals for the rest of the cable life. Power feed arrange/nents are'complex, with 

'main supplies rectified and regulated at the terminals and then used to float-charge the 



BROADBAND COMMUNICATIONS SYSTEMS 581 

banks of batteries which feed dc/ac converters whose rectified output is actually fed to 
the cable at constant current. Duplicate batteries and standby diesel generators are 
provided, as are complicated interlock arrangements. All this is done to prevent the 
worst crime that can be perpetrated on a submarine cable: the sudden removal of the de 
power feed. 

The precautions as outlined are severe, but they have certainly paid off. The 
majority of the submarine cables that have been laid since 1956 are still operating, 
"delivering their circuits." This is not to say that outages have never occurred. They 
certainly have, but almost always through accidents rather than malfunctions. The 
most common causes of failure have been fouling by ships' anchors or trawlers, with 
occasional turbidity currents (undersea avalanches caused by nearby earthquakes) also 
making a contribution. However, since satellite stations are now widespread, restora
tion of the affected portions of damaged cables is relatively straightforward. For exam
ple, if the SA:J'-1 cable fails betweeri Ascension Island and South Africa, that portion of 
the cable can be restored by being sent via an INTELSAT Atlantic Ocean satellite. The 
cable then remains configured with one of its legs going via satellite until repairs are 
effected, so that most of the users suffer a minor interruption instead of a major outage. 
There are always contingency plans for the restoration of each leg of every cable. 

Cables larger than the 14-MHz, 23-supergroup CANTAT 2 type are also avail
able. They include a 43-supergroup French cable, .a 45-supergroup Japanese cable, a 
50.8-supergroup American cable and a 69-supergroup British cable (capable of provid
ing 5520 telephone circuits). They are used for a number of high-density applications, 
but only the American cable is used in intercontinental systems, for example, TAT-6 
and TAT-7. It is almost as though users were awaiting the advent of fiber optics. 

15-3.2 Satellite Communications 
A communications satellite is essentially a microwave link repeater. It receives the 
energy beamed up at it by an earth station and amplifies and returns it to earth at a 
frequency of about 2 gigahertz away; this prevents interference between the uplink and 
the downlink. Communications satellites appear to hover over given spots above the 
equator. This does not make them stationary, but rather geostationary. They have the 
same angular velocity as the Earth (i.e., one complete cycle per 24 hours), and so they 
appear to be stationed over one spot on the globe. Celestial mechanics shows that a 
satellite orbiting the Earth will do so at a velocity that depends on its distance from the 
Earth, and on whether the satellite is in a circular or an elliptical orbit. A satellite in a 
low circular orbit, as was Sputnik I, will orbit the Earth in 90 minutes. The moon, 
which is nearly 385,000 km away, orbits in 28 days. A satellite in circular orbit 
35,800 km away from the Earth will complete a revolution in.24 hours, as does the 
Earth below it, and this is why it appears stationary. The actual orbital velocity of a 
geostationary satellite is 11,000 km/per hour, or nearly 2 mi per second. 

Whether to use a stationary satellite or a succession of satellites in low, ellipti
cal orbits for global commun.ications is a question that exercised. the minds of commu
nications engineers in the early 1960s. It was really a case of convenience versus 
,clistance, and convenience won. Satellites in close elliptical orbits require relatively 

: lowtymsmitting pow_ers ~d receiver sensitivities but must be tracked by the antennas 
/ • I 
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of the ground stations. Stationary satellites present no tracking problems but are so far 
away that large antennas, high powers and high receiver sensitivities are essential. 
With the sole exception of the USSR's Molniya satellite system, all other communica
tions satellites use the synchronous orbits which all but eliminate satellite tracking. 

The major communications satellite systems include those operated by 
INTELSAT, whose satellites are ·used for global point-to-point communications; 
INMARSAT, which serves a similar role for ships at sea; and finally the various 
regional and domestic satellite systems being operated in a number of regions or by 
individual countries. Figure 15-9 shows the gec,;tationary satellites in orbit or planned 
in late 1982. 

\ 

INTELSAT satellites COMSAT (Communications Satellite Corporation) of the 
United States, the Overseas Telecommunications Commission (Australia) and nine 
other world communications agencies met in Washington, D.C., in 1964, to sign a 
document that made them founder members of the International Telecommunications 
Satellite Consortium (i.e., INTELSAT). When INTELSAT I, better known as Early 
Bird, was launched over the Atlantic in 1965, there were just five earth stations to 
make use of the 66 telephone circuits it offered. Today, there are over one dozen 
INTELSAT IV, IV-A, V and VA satellites in the Atlantic, Indian and Pacific Ocean 
regions, offering capacities up to 12,500 two-way telephone circuits and two one-way 
TV channels per satellite. The INTELSAT VI satellites, expected to be launched in the 
late 1980s, will be capable of providing up to 20,000 telephone circuits each. Over 500 
earth stations in nearly 150 countries make use of the INTELSAT satellites in the three 
ocean regions, to provide over 25,000 circuits and TV services for international and 
domestic use. 

Figure 15-10 shows a photograph of INTELSAT V, the most advanced satellite 
in current use, and Figure 15-11 shows an exploded view of the satellite. INTELSAT V 
is 15.9 m (52 ft) long with the solar panels deployed as shown, and its overall height is 
6.4 m (21 ft). When the satellite is in orbit, all the antennas naturally point downward 
to earth. The satellite was first launched in 1980, and modifications currently being 
performed on its electronics will result in the capacity being increased to 15,000 cir
cuits. The resulting INTELSAT V-A satellites began to be launched in 1984. 

The satellite is a microwave ·repeater, receiving signals from earth stations, 
amplifying them at RF, and retransmitting them to earth. All the preceding satellites 
utilized the 5.925- to 6.425-GHz frequency range for the uplink 'and the 3.7- to 
4.2-GHz range for the downlink. INTELSAT V does this also, but additionally uses the 
4.0- to 14.5-GHz range for a second uplink and the ranges 10.95- to 11.20-GHz and 
11.45- to 11. 70-GHz for the corresponding downlink. The use of the 14/11-GHz range 
significantly increases the available system capacity. 

An INTELSAT V satellite has 11 low-noise 6-GHz receivers, consisting of a 
four-stage silicon bipolar transistor amplifier and a low-noise mixer. Five of these 
receivers are operational at any given time, with the remainder on standby. The output 
of each operational receiver, at 4 GHz, is fed to another four-stage bipolar transistor 
amplifier, and then to traveling-wave tube, whose output cif 4.5 to 8.5 W (depending 
on application) is fed to one of the antennas for retransmission to earth. Much the same 
arrangement is u.sed at 14/11 GHz, except that this time there are four receivers. The 
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FIGURE 15-9 Satellites in geostationary orbit. Communications: International commllni
cations satellite; Experiments: Experimental satellite; Maritime: Maritime communica
tions satellite; Domestic: Domestic communications satellite; Meteorology: Meteorological 
observation satellite; Special: Satelliie for special regions; TV: Direct TV broadcast. (Cour
tesy of Kokusai Denshin Denwa Ltd. (KDD), Tokyo.) 
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FIGURE 15-10 INTELSAT V satellite. (Courlesy of INTELSAT.) 

front end in each case consists of a germanium tunnel-diode amplifier, followed by a 
Schottky-diode mixer, and a five-stage I I-GHz bipolar transistor amplifier feeding a 
TWT. 

With its multiple receivers and antennas, the INTELSAT V satellite employs a 
complex operational. pattern of hemispherical, zone and spot beams. For example, in 
the Indian Ocean Region (!OR), the western hemi beam covers Europe and most of 
Africa and the Middle East, and its eastern counterpart covers Asia east of Pakistan, 
and a large porti6n of Australia-the whole !OR is also covered by a global beam. In 
the Atlantic Ocean Region (AOR), the western zone is the east coast.of Canada, the 
United States, Mexico and the Caribbean, while the eastern zone consists of Western 
Europe, North Africa and the Middle East. Finajly, the !OR western spot covers a 
portion of Western Europe, and the eastern spot covers Japan and some surrounding 
areas. This beam arrangement permits frequency reuse with INTELSAT V and signifi
cantly boosts its channel capacity. As an example of frequency re-use, it is possible, 
using different an~ennas, receivers and transmitters, to use the same frequency for 
transmitting to the eastern zone and. the western hemi area. Although a large proportion 
of the INTELSAT V frequency spectrum uses frequency modulation and frequency
division multiplexing, facilities are also provided for time-division multiplexing and 
even digital speech interpolation at the earth station. Speech interpolation is a complex 
scheme for sensing silent periods between the speech bursts in a channel and filling 
them with speech, bursts from other channels. 



BROADBAND COMMUNICATIONS SYSTEMS 585 

. 4GHz Hemi/zone 
4 GHz Hem1/zone reflector 11/14 GHz East 

· feed spot feed 

TC&R horn 
11 GHz Beacon 

TC&R 
antenna 

11/14 GHz 

East spot COMMUNICATIONS 
reflector MODULE . 

ANTENNA :Optical solar reflectors 
MODULE . 

Geostationary IR ___ ,.. 
earth sensors 

6 GHz Global =----=~[~:,/I:~ 
horn 

4 GHz Global horn 
Feed support 
structure or "tower" 

6 GHz Hemi/zone feed 

11/14 GHz 
---- West spot reflector 

~::::...-? Propulsion 
tanks 

Electro 
thermal 

thrusters 

+v®X@+x +z 

® @ 
array 

inboard 
panel 

East 
thruster 
cluster 

Central tube (load bearing) 

South equipment panel 

FIGURE 15-11 Exploded view of INTELSAT V satellite. (Courtesy of INTELSAT.) 

An earth station is related to a satellite in much the same way as a terminal is 
related to a microwave repeater; even the frequencies used are· very similar. However, 
there is one significant role reversal. Where a link terminal may be connected to 
several links and a repeater works in just one chain, so here it is the earth station that 
works just the one satellite (although colocated earth stations, each working a different 
satellite, are common) and the satellite "repeater" works with any number of earth 
"terminal" stations. That is-to say, any entity having an approved earth station/acing 
a particular satellite may communicate with any ( or every) earth station in the _,ame 
satellite region. This multiple access ability is a distinct advantage of satellites over 
submarine cables. 

Figures 9-31 and 9-35 show the antennas of earth stations at Moree and Car
narvon (both in Australia), while Figure 15-12 is an aerial view of a complete earth 
station at Ibaraki, Japan. In the foreground_is the 29.6-m No. 3 antenna, replacing the 
27 .5-m No. 2 antenna behind and to the left of it. Both face the.Pacific Ocean Satellite 
(POS); the Indian Ocean Satellite (/OS) earth station is elsewhere in Japan, at 
Yamaguchi. The farthest antenna, pqinting upward, is the original No. I 22-m-diame
ter dish. It is now used for training, while No. 3 is the main antenna, and No. 2 is the 
standby when maintenance on No. 3 is required. Behind the main antenna is the central 
building, housing broadband equipment, power and other plants; behind it is the first 
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FIGURE 15-12 lbaraki POS satellite earth station. (Courtesy of Kokusai Denshin Denwa Ltd. 
(KDD), Tokyo.) 

repeater of the microwave link to Tokyo. To the left of the main antenna, and just 
outside the picture, is a 7-m antenna and research building for 15- to 30-GHz investiga
tions. This is a major earth station, and the only other feature such a station might have 
is an antenna for ITC&M (Telemetry, Tracking, Command and Monitoring used in 
launching, testing and monitoring satellites), such as may be found at Camarvon (Fig- · 
ure 9-35), or Paumalu, Hawaii. Indeed, two additional antennas have been provided at 
Ibaraki since this photograph was taken, one each for maritime communications and 
maritime TTC&M. Aside from that, some stations for various reasons may be 

· colocated. For example, multiple stations at Hong Kong work_with-the POS and /OS, 
. and Goonhilly on the west coast of England works with the AOS and JOS. 

Earth stations must be acceptable to INTELSAT before being allowed to work a _ 
given satellite and must undergo exhaustive tests prior to commercial operation. Stan
dard A stations have antenna diameters in the range of 27. 5 to 30 m and are nowadays 
invariably parabolic reflectors with Cassegrain feeds, as shown in Figures 9-31 and 
15-12. They need be steerable only to the extent of being able to follow, automatically, 
the 20-km figure eight performed daily by the satellite (for complex.reasons. the satel
lite is not quite geostationary, but a 20-km movement at a distance. of 36,000 km is not 
very significant). However, most antennas are capable of considerably greater motion 
than that. This applies particularly to antennas in tropical regions, which must be 
capable of stowage vertically upward when cyclone winds exceed predetermined ve
locities. Also, they must be made with minimum distortions, both in still air and in 
high winds. For example, the Goonhilly AOS antenna is designed so that its maximum 
deviation from a true paraboloidal shape does not exceed 5 mm at any point on the dish 
in a 120-km/h wind. Standard B antenna; have diameters of 11 m. The same restric
tions apply to them as to stand~d A stations. In addition, however, they are restricted 
in other respects, since they place a greater requirement for gain and power from the 
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satellite. They are generally in use at locations where communications requirements 
are relatively slight, for example, in Gibraltar, Mauritius or American Samoa. They 
can also be portable (actually, transportable) and thus useful for emergencies. 

Standard C-earth stations are designed to operate at the new 14/11-GHz fre
quency range and have antenna diameters between 14 and 19 m. INTELSAT has also 
authorized the use of a number of nonstandard earth stati6ns for special purposes such 

· as domestic leases. 
The maximum power output of a standard.A earth station is up to 8 kW over the 

total band allocated to satellite communications, However, that would be only if the 
station transmitted over the complete spectrum of a satellite. In practice, each station is 
allocated a portion of the total bandwidth for jts transmission, in proportion to its 
requirements and overall availability. It may typically transmit a·number of 132-, 252-
or 972-channel carriers, together with special TOMA and TV carriers, and so the 
transmitted power is a good deal less than the 8-kW possible maximum. The station 
high-power amplifier (HPA), of which a standard A station will have at.least two, is 
generally a water-cooled traveling-wave tube of multicavity klystron, with a saturated 
maximum output power of about 3 kW. This is often driven by a lower-power TWT, 
and all the preceding amplifiers are solid-state. · 

The station receivers are superheterodyne, with low-noise parametric pre
amplifiers known as low-noise amplifiers (LNAs). The LNA is located close to the 
waveguide in the center of the antenna and is as a rule a multistage traveling-wave 
amplifier. In older earth stations, the paramp will be cryogenically cooled to a tempera
ture of about 4 K, with a reflex klystron or varactor chain pump. Its output is likely to 
be fed to a tunnel-diode amplifier, and then perhaps a low-noise TWT amplifier. In 
newer stations, the paramp will be thermoelectrically cooled to about 230 K (-43°C), 
and .its output will be fed to a multistage FET amplifier; the pump for the paramp is 
likely to be a transistor oscillator with crystal frequency stabilization (see Chapter 12 
for descriptions of the various solid-state devices). · 

The foregoing amplifiers produce an overall gain of about 60 to 70 dB and are 
all located close to the antenna receiving point. The signal is fed to the main station 
below via waveguide. After still further amplification, the signal goes to a power 
divider and a series of filters.· Whereas a station must be capable of receiving signals 
anywhere within the 500-MHz bandpass of the downlink transmission, it does not have 
to receive all the signals. Rather·, it must be capable of receiving only the transmissions 
corresponding to the carriers which communicate with this particular station. 

Just as a station is allocated carriers which it transmits, so a station allocates 
receive chains ·f~r the carriers which it must receive. Thus the output of the above
mentioned power divider is fed to a series of bandpass filters, each of which is of a 
bandwidth sufficient to pass the wanted carrier. Each filter is followed by a mixer 
which downconverts the signal from the wanted carrier to an IF of 70 MHz, where the 
signal is further amplified and then demodulated. 

The output of the receive chain is the.baseband of that particular carrier, from 
which the wanted channels (if a so-called multiuser group was transmitted, with differ
ent channels to different countries) are extracted. Sometimes the whole group is des
tined for this particular·station, and often a supergroup or more. Either way, the signals 
are suitably assembled into supergroups for sending via the terrestrial broadband link to 
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the international terminal in the appropriate gateway city. Most of the critical gear on a 
station is duplicated. A number of other transmitting, receiving and monitoring func
tions are performed at an earth station. 

A comparison.of the properties and advantages of submarine cables and satel
lite communications rewe.als that, while each has its own advantages, the two systems 
are essentially complementary. For example, satellites may be accessed by any earth 
station withn a given region, whereas c~bles are of primary use only to the areas 

· .:betwl~· ·;,. · .· !ch ·they are connected. Th.is \is an oversimplification but holds true in 
gene: · · again, all intercontinental television (in practice, thousands of hours per 

• ! I 

month) goes via satellite, although the ad':ent of fiber-optic cables is changing this. 
Reliability is similar, in that the high reliability of satellites is marred somewhat 

by station outages for causes such as cyclon~s and maintenance or failure of terrestrial 
links. Conversely, cables are more prone t~ damage, while cable stations have an 
excellent record. Finally, the shorterpropairtion times (typically 20 to 150 ms) on 
cables, as compared with 300 ms via satellite) fo'f a significant advantage for cables. 
Some people find it difficult to adjust, in an inlernational telephone call, to the fact that 
a total of 600 ms will elapse from the time th~ h~ve finished speaking on a satellite \ 
circuit, to the time when the reply begins to .be heard. 

The reason for the delay is of course the distance involved, a round trip of 
72,000 km. Thus tandem satellite hops are avoided,-' where possible, for interregional 
calls. For example, New Zealand and Great Britain do not face a common satellite. 
Thus a double-satellite hop could be involved in their mutual telephone circuits. This is 
avoided by having these circuits go from Auckland to Sydney via the Tasman cable 
(propagation time 14 ms), and then to London via the Australian and British/OS earth 
stations, Ceduna and Madley. · 

Current economic forecasts indicate that fiber·optic submarine cables are likely 
to provide cheaper circuits than satellites·during the mid-1990s, for all but the longest 
distances. If this eventuates, we can expect .a significant rebalancing of utilization in 
favor of cables. 

INMARSATsatellites Until 1976, all communications with ships at sea went via HF 
radio. While this is still used a lot for maritime communications, 1976 saw the inaugu
ration of ship-to-shore and shore-to-ship communications via a dedicated geostationary 
satellite system, providing high-quality telephony, data and telex/telegraphy circuits. 
This was the MARISAT system, operated by COMSAT and initially intended for use 

. by the U.S. Navy, but with some capacity for commercial use. There were eventually 
three MARISAT satellites, ·one in each ocean region, operating at 1.5/1.6 GHz for the 
uplink and 6/4 GHz for the downlink. A MARISAT satellite is shown in Figure 15-13. 

There were initially three MARISAT earth stations, one for each ocean region; 
Southbury, Connecticut (Atlantic), Santa Paula, California (Pacific), and Ibaraki, 
Japan (Indian). A ship wishing to make a call would dial the operator at the appropriate 
earth station via its shipboard terminal, if the relatively few MARISAT channels in its 
region were free, and the operator would complete the call to its destination, anywhere 
in the world. A call in the reverse direction was completed similarly. By early 1981, 
over 500 ships of the world's merchant fleet were equipped for MARISAT communi
cations, and congestion was being felt. 
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FIGURE 15-13 The MA)IISAT satellite. (Courtesy of COMSAT General Corporati~n.J 
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Around the time when INTELSAT was formed, the Intergovernmental Mari
time Consultative Organization (IMCO), commissioned a group of experts to consider 
the introduction of satellite communications to the maritime sphere, with the aim of 
improving communications with ships, particularly for safety and distress purposes. 
The panel of experts completed its deliberations and made its recommendation·s just as 
the MARIS AT system was introduced. The recommendation was for the establishment 
of a maritime satellite organization akin to INTELSAT, and so in July J979, the 
International Maritime Satellite Organization (INMARSAT) was born, very much 
along the INTELSAT lines, with COMSAT (on behalf of the United States) once again 
the largest shareholder. 

Over 20 INMARSAT earth _stations are now in service, in a majority of the 
developed nations. The space segment consists of capacity leased from MARISAT, 
additicmal capacity leased from the European Space Agency in two of their Marecs 
satellites, and finally more capacity leased from INTELSAT, in the three INTELSAT V 
satellites equipped with maritime.communications subsystems (MCS). The shore sta
tions have antennas with diameters of the order of 13 m, and the shipboard antennas 
are 1.2 m in diameter and generally contained in radomes. 

Regional and domestic satellites As the name suggests, a regional satellite system is 
a kind of mini-INTELSAT designed to serve a region with community interests, espe
cially in communications. The world's first regional satellite system was the Indone
sian Pa/apa network, inaugurated in the mid-1970s, initially for domestic services 
(Indonesia consists of over 3000 islands, with some 1800 of them inhabited), but by 

. the late 1970s it had expanded to neighboring countries such as the Philippines. The 
\ 

\ 
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Conference of European Post and Telegraph Administrations (CEPT) was next on the 
scene, with EUTELSAT created in the early 1980s, under the auspices of the European 
Space Agency (ESA), whose other main function is the development and operation of 
the Ariane satellite launcher (used by a number of organizations, including IN
TELSAT). EUTELSAT provides and maintains the space segment for the European 
Communication Satellite (ECS), and individual countries provide their own earth sta
tions, as with INTELSAT. 

The ECS system came into service in 1983, operating in the 14/12-GHz band, 
with ground antennas very much like· the INTELSAT standard C antennas, but with 
lower ground and satellite transmit powers, for reasons which are outlined below. The 
system is used for intra-European telephone, data and telex/telegraph services, and 
also by the European Broadcasting Union, for the distribution of its EUROVISION 
programs. 

The next regional satellite network to go into service is likely to bo the ARAB
SAT system in the Middle East, but some problems need to be ironed out before it goes 
on air. 

There is conceptually not a great deal of difference between a regional satellite 
system used by a group of neighboring countries and a domestic system used by a large 
or dispersed country. Indeed, they share a common characteristic which makes them 
quite different from the global INTELSAT system, in requiring a much smaller cover, 
ing area. Each INTELSAT satellite must have a beam accessible to roughly one-third 
of the globe, resulting in a coverage of almost exactly 170 million km2• On the other 

) hand, a circular beam could cover the whole of India, for example, if it had a radius on 
the ground of 1450 km. The resulting 6.6-million-km2 coverage area represents a 
26-fold reduction when compared with the global beam. All else being· equal, it means 
that the satellite antenna gain can, in this case, be increased by a factor of 26. The 
result is a very significant gain increase compared with the global system, and conse
quently much smaller receiving antennas and simpler receivers on the ground. 

Although the conceptual difference between a regional and a domestic satellite 
system is not great, the political difference is enormous! No international conferences 
are needed; there are no language ·barriers, no -requirements to correlate different na
tional technical standards (making the usual compromises), no necessity to make al
lowances for the leas( developed entity in the group, and so on (students will gather 
from all 'this that the author speaks from long personal experience!). Moreover, in all 
the world's countries except one (the United States) there is just one satellite organiza-. 
tion, normally government-owned, so that even domestic friction is avoided. It should 
come as no surprise,. therefore, that domestic satellite systems preceded regional ones 
by several years and, as might be expected, North America led the field. 

Telesat Canada was established in 1969 and in January 1973 inaugurated the 
Canadian domestic satellite system, .using ANIK Al satellites for the space segment. 
The United States followed soon afterward, with. the launching of the Westar system in 
1974, and then the competing Comstar, Satcom, SBS, STC and Te/star networks. The 
orbital locations of the various North American and other domestic satellites are shown 
in Figure 15-9, while Figure 15-14 is a photograph of a Comstar satellite. The Comstar 
series is jointly owned by AT&T and GTE and operated on their behalf by COMSAT. 
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FIGURE.15-14 - Comstar sateUite during' manufacture. (By permission of AT&T Long Lines./ 

Many other countries now have domestic satellite systems using their own 
satellites, notably the U.S.S.R., China, Indonesia, India, the Scandinavian countries 
and Colombia; Australia's domestic system's inauguration date is 1985. In addition, 
nearly 20- countries operate domestic services by means of leasing spacecraft capacity 
from INTELSAT, among them Algeria, Australia, Brazil, Nigeria and Saudi Arabia. 

Domestic satellite systems generally use the same frequency ranges as IN
TELSAT satellites, viz., 6/4 and 14/12 GHz, with similar parameters. In the earth 
segment, -there are usually two sets of earth stations; ones with 5- to 15-m diameters, 
owned and operated by the provider of the satellite system, and simpler stations with 
smaller antennas, owned and operated by customers. The resulting network provides 
point-to-point telephone, dataand other services, in a fashion complementary to terres
trial services. Additionally, radio and TV broadcasting are available, by means of a 
signal originated at a major station and rebroadcast by the satellite to a large number of 
fairly small and simple,_receive-only stations located throughout a country. The rest of 
the system then works in the same way as community antennJI TV, with receivers 
connected by cable to the receiving station. It is also possible for individual receivers to 
have their own satellite anterinas and dowilconverters, as is done in the Australian 
outback and elsewhere. 

It can_ be seen that a parallel e,:ists between domestic and international services, 
in that each can be achieved by means of competing and yet complementary terrestrial 
and satellite systems. In each case the terrestrial.systems came first, to be followed by 
mushrooming satellite systems which provided many additional services, as well as 
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access to remote communities. Finally, in each case the terrestrial systems have "hit 
back" with fiber-optic technology, and the competition remains intense while facilities 
·available to the customer expand and improve-this is clearly a very healthy situation. 

ELEMENTS OF LONG-DISTANCE TELEPHONY 

It has been possible since World War I to make a continental telephone call (via an 
open-wire system) or an intercontinental one (via HF radio). However, long-distance 
telephony did not take off until after World War II, when it became possible to dial 
such calls without having to go through every operator en route. Some aspects of 
long-distance telephony will now be discussed. 

15-4.1 Routing Codes and Signaling Systems 
When dialing a subscriber in another part of the world, it is essential to identify the 
wanted telephone number uniquely, so that the international telephone network selects 
that number and no other. It simply would not do if a subscriber dialed the number 
2345678 in New York from Boston and got the number 2345678 in Antwerp, Belgium, 
instead. Thus each country (or continent, in the case of North America) has a number
ing scheme with unique area codes. For example, the area code for New York is 212, 
that for Montreal, Canada, is 514, and so on. Again, countries must also have their 
unique codes, and these have been allocated in the CCITT World Plan. For example, 
North America has the country code I, Australia 61 and Israel 972. An Australian 
subscriber must dial the digit sequence .OOll when making an international telephone 
call; different access digits are required in other countries, often consisting of fewer 
numbers. A subscriber in Sydney dialing a counterpart in _New York would dial: 

OOll 
access 
digits 

I 
country 

code 

212 
NPA 

number 

921 
central 
office 
code 

ABCD 
sub's 
code 

And, needless to say, the number is dialed smoothly and continuously, such as: 
OOll 1212921ABCD. The access digits are to tell the outgoing national network that 
this will be an international call, and the country code states where the call is going. 
The rest of the number is the same as would be dialed by a subscriber in North America 
residing outside the New York local zone. 

In order for the wanted subscribers in the call described above to be intercon
nected, signaling systems ·must exist to send on the appropriate digits, ensuring that 
correct routing is achieved. A number of signaling systems are in use around the world. 
The most common ones for national signaling are the decadic and multifrequency 
coding (MFG). while for international signaling CCITT No. 5 and No. 6 are interna
tionally agreed. In the decadic system, which is on the way out in most countries, de 
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pulses are sent on the. signaling circuit connected to the telephone, with a number of 
pulses equal to the digit dialed. In MF,C, combinations of two tones out of 700, 900, 
IIOO, 1300, 1500 and 1700 Hz are used to define each digit, and such supervisory 
signals as subscriber busy or no circuits available. The signaling system is compelled, 
in that the receiving office acknowledges each digii sent. Such a system is not practica
ble for international dialing because of the propagation delays mentioned previously, 
which would tie up signaling and common equipment of telephone exchanges far too 
long. Thus the CCITT No. 5 system is used instead. This is also an MFC system, but 

· here only the control signals are compelled, not the actual digits sent. 
All the systems so far described use the actual telephone circuits for the signal

ing functions, before and after the telephone call. CCITT No. 6 is the first international 
signaling system which uses common-channel signaling. Here signaling circuits are 
established between the computers controlling each pair of interworking telephone 

· exchanges. These common channels are used exclusively for signaling, and telephone 
circuits themselves are used only for voice (or data). The international use of CCITT 
No. 6 was pioneered by the United States, Australia and Japan, during the late 1970s; 
CCITT is currently evolving a new common-channel signaling system, No. 7. Finally, 
it should be noted that the foregoing remarks generally apply also to telex, although the 
signaling systems themselves are somewhat different from those used for telephony. 

15-4.2 Telephone Exchanges (Switches) and Routing 
The function of a telephone exchange (switch) is to interconnect four~wire lines, so as 
to permit a call to be established correctly. If both the calling and the called subscriber 
are connected to the same exchange, it merely has to interconnect them. If the wanted 

· · subscriber is connected to some other .exchange, the call from calling subscriber must 
be routed correctly, so·that it will reach the wanted number. 

There have been basically three generations of exchanges. The first was the 
step-by-step, or Strowger type, whi.ch had an incredible number of relays that made 
interconnections step by step, i.e., after each digit was received. The second genera
tion was the crossbar exchange, which had even more relays but miniaturized and 
arranged so that up to 20 connections were made simultaneously by the crossbar 
switch, after all the digits were received. The processor-controlled exchange repre
sents the third generation. Here, all the interconnections are made by the exchange 
processor or computer, and as a result the space occupied is very much smaller. It is 
worth pointing out that a telephone (or telex) exchange is an incredibly complex piece 
of equipment, and a 2000-line crossbar exchange may occupy the whole floor of a 
rather large building. In countries such as the United States and Australia, there are 
very few Strowger exchanges left, processor-controlled exchange capacities have out
stripped those of crossbar exchanges, and most of the latest exchanges are digital. 

If the originating and wanted subscribers are not connected to the same ex
change, the originating exchange must participate in the correct routing of the call. 

· This is done by analyzing the called number and examining the paths available through 
and outside the exchange to route the call. The local exchange must establish the group 
of first-choice trunks to which the call is routed, and which of these is free. If all are 
occupied, the call is routed to the second-choice trunks, and so on. If no trunks are 
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available, the appropriate signal must be sent to the calling __ subscriber, in this case 
perhaps a "plant engaged" tone. The same process is performed in each exchange in 
the hierarchy of exchanges, which is essentially local office-toll center-J?rimary or 
regional ·center-'-intemational center, and then the same chain in reverse. 

As an example, let us examine the routing that may be taken by a call from the 
small town of Daylesford in Victoria (Australia) to New York. The call will be routed 
to the toll office in Ballarat, directly or·via some intermediate point, and then to the 
regional center in Melbourne. From there it is routed via any one,ofa number of paths 
to its opposite number in Sydney, whence it is sent to one of the two international 
exchanges in Sydney. A Denver-Sydney satellite or cable circuit is then selected, and 
in Denver the call is routed from the international exchange to a regional one, then 
perhaps to the New York No. 6 regional office, then.to a toll center, the correct local 
office and finally to the wanted subscriber. Had all the Denver-Sydney circuits been 
busy, the Sydney exchange would have selected a Sacramento-Sydney circuit, and the 
consequent trunk routing to New York would have been different. It is worth noting 
that the process just described should not take more than a few seconds. 

These, then, are some of.the functions of telephone exchanges. Others include 
self-monitoring, the provision of statistical data on traffic and performance, and even 
customer charging. 

15-4.3 Miscellaneous Practical Aspects 

International gateways An international gateway is the center at which the interna
tional exchange, multiplex equipment and anc\llary equipment for international tele
phony and/or telegraphy, telex, data, televisio11 and facsimile are located. There are, 
for example, six such gateways in London, two in Sydney and Tokyo, and only one in 
lesser centers; in the United States the gateways are geographically separate, with 
maj1 intercontinental telephone ones being located at Sacramento, Denver, Pitts
burgh, New York City and White Plains, New York. It is here that the various Interna
tional Maintenance, Switching and Coordination centers are located, and from here 
new circuits, groups and supergroups are lined up_, while existing ones are maintained. 

- Such centers are quite often stations for submarine cables. 

Echo and echo suppressors It was shown in Section 7-1 that reflections will take 
· place from an imperfect termination on a transmission line. In a telephone system, any 

imperfect matching between the speaking subscriber and the distant telephone will 
result in the reflection, to the earpiece of this subscriber, of an attenuated version of 
what the speaker is saying. This_is known as echo. Unless great round-trip delays are 
involved, this echo is actually beneficial, since it ensures that the earpiece does not 
sound "dead"; sidetone.is used for·the same purpose. However, in long-distance calls, 
particularly those involving satellite hops, hearing a loud echo several hundred milli
seconds after one has spoken is enervating. It may even be a total impediment to the 
conversation. 

To combat this, international circuits (and long cr~ss-continental ones) are 
fitted with echo suppressors. These devices are connected at each end of the, circuit, 
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sense the direction of speech and place of the order of 50 dB of attenuation in _the 
listening leg, thus ensuring that echo is thoroughly attenuated. If both parties speak at 
once, 6 dB of attenuation is placed in each direction. Although wanted speech is thus 
attenuated by 6 dB, the unwanted echo is attenuated by 12 dB, and so its nuisance 
value is somewhat reduced. 

Echo cancelers are becoming available. These are complex electronic devices 
which analyze the outgoing speech and the incoming echo and try to cancel the echo by -
feeding into the circuit a suitably diminished signal from the speaking end, 180° out of 
phase with the received echo. Their advantage over echo suppressors is that they 
function as well when both ends are speaking, unlike the suppressors. 

lS:-4.4 Introduction to Traffic Engineering 
· Traffic engineering is' a most fascinating and complex topic, just as applicable to 

telephone traffic as to any .other kind of traffic. It is related to measuring such traffic 
and its fluctuations and growth, as well as optimum traffic routing arrangements. It 
will be briefly introduc_ed here. 

Measurement of traffic To find out how many circuits are needed on a given route, it 
is first necessary to know how much traffic there is. To do that, one must be able to 
measure traffic. The unit of measurement is the erlang, which is a dimensionless 
quantity (actually, it is minutes per minute). Suppose that four telephone circuits exist 
between a pair of places, and it is found that, in a particular half-hour period, the 
circuits carried respectively 25, 15, 5 and 24 minutes of traffic. That is to say, each 
circuit was busy for the period indicated, and so the total-occupied time was 25 + 15 + 
5 + 24 = 69 minutes. The average occupancyililring the half-hour was thus 69/30 = 
2.3 erlangs. Needless io say, the traffic may have fluctuated during this period. At 
instants when all four circuits were busy, the carried traffic was 4· erlangs, and there 
may have also been instants of no occupancy ~t all, i.e.; .0 erlangs. 

Grade of service The expression "carried traffic" was carefuliy used above. This is 
not the same as offered traffic. For example, 20 erlangs may be offered to 10 cir~riits,
in which case a lot of the offered traffic will fail to secure a circuit, and congestion will 
result. It is possible to calculate statistically the degree of congestion, or grade of 
service, as it is known, given the amount of traffic in erlangs and the number of circuits 
and their arrangement. However, it is a lot easier to look up the information in erlang 
tables. Such tables are used to calculate the grade of service for a particular number of 
erlangs on a given group of circuits, or to calculate the number of circuits required for 
a particular traffic level and design grade of service. To provide enough circuits to 
ensure zero grade of service is virtually impossible, prohibitively expensive and unnec
essary. It would be rather like providing an eight-lane highway between two small 
towns, because of the small but finite probability that all four lanes in one direction 
might one day h&ve parallel cars in them, and a fifth vehicle will want to pass them. 
The internationally accepted worst grades of service are 3 percent if_ a route carries no 
subscriber-dialed traffic, and 1 percent otherwise. On the 10 busiest days of the year 
(not counting special occasions such as Christmas, or catastrophes) the grade of service 
may approach, but should not exceed, the design figure. 
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MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple'choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter precedi.ng the line that 
correctly completes each sentence. · 

1. Broadband Jong-distance communications 
were made possible by the advent of 
a. telegraph cables 
b. repeater amplifiers 
c. HF radi 
d. geostationary satellites 

2. A scheme in which several channels are in
terleaved and then transmitted together is 
known as 
a. frequency-division multiplex 
b. time-div_ision multiplex 
c; a group 
d. a supergroup 

3. A basic group B 
a. occupies the frequency range from 60 to 

108 kHz 
b. consists of erect channels only 
c. is formed at the group translating equip

ment 
d. consists of five supergroups 

4. Time-division multiplex. 
a. can be used with PCM only 
b. combines five groups into a supergroup 
c. stacks 24 channels in adjacent frequency 

slots 
d. interleaves pulses belonging to different 

transmissions 
5. The number of repeaters along a coaxial 

cable link depends on 
a. whether separaie tubes are used for the 

two directions of transmission 
b. the bandwidth of the system 
c. the number of coaxial cables in the tube 
d. the separation of the equalizers 

6. A supergroup pilot is 
a. applied at each multiplexing bay 
b. used to regulate the gain of individual 

' repeaters ' 

c. applied at each adjustable equalizer 
d. fed -in at a GTE 

7. Microwave link repeaters are typically 
50 km apart 
a. because of atmospheric attenuation 
b. because of output tube power limitations 
c. because of the Earth's curvature 
d. to ensure that the applied de voltage is 

not excessive 
8. Microwave links are generally preferred to 

coaxial cable for television transmission 
because 
a. they have less overall phase distortion 
b. they are cheaper 

. c. of their greater bandwidths 
d. of their relative . immunity to impulse 

noise 
9. Armored .sub.marine cable is used 

a .. to protect the cable at great depths 
b. to preve.nt inadvertent ploughing-in of 

the cable 
c. for the shalloy, shore ends of the cable 
d. to prevent insulation breakdown from 

the high feed--voltages 
IO. A submarine cable repeater contains, 

among other equipment, 
a. a de power supply and regulator 
b. filters for the two directions of transmis

sion 
c. multiplexing and demultiplexing equip

ment 
d. pilot inject and pilot extract equipment 

11. A geostationary satellite 
a. _is_ motionless in space ( except for its 

spin) 
b. is not really stationary at all, but orbits 

the Earth within a 24-hr period 
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c. appears stationary over the Earth's mag
netic pole 

d. is located at a height of 35,800 km to 
ensure global coverage 

12. Indicate the correct statement regarding sat
ellite communications. 
a. If two earth stations do not face a com

mon satellite, they should CO[!IJilunicate 
via a double-satellite hop. . 

b. Satellites are allocated so that it is im
possible for two earth stations not to face 
the same satellite. 

c. Colocated earth stations are used for fre
quency diversity. 

d. A satellite earth station m11st have as 
many receive chains as there are carriers 
transmitted to it. 

13. Satellites used for intercontinental commu
nications are known as 
a. Comsat c. Marisa! 
b. Domsat d. Intelsat 

14. Identical telephone numbers in different 
parts of a country are distinguished by their 
a. language digits 
b. access digits 
c. area codes 
d. central office codes 

15. Telephone traffic is measured 
a. with echo cancelers 
b. by the relative congestion 
c. in terms of the grade of service 
d. in erlangs 

16. In order to separate channels in a TDM re
ceiver, it is necessary to use. 
a. AND gates c. differentiation 
b. bandpass filters d. integration 

17. To separate c~annels in an FDM receiver, it 
is necessary to use · 
a. AND gates 
b. bandpass filters 
c. differentiation 
d. integration 

18. Higher order TDM levels are obtained by 
a. dividing pulse widths 
b: using the a-law 
c. using the µ-law 
d. forming supermastergroups 

19. Losses in optical fibers can be caused by 
(indicate the false statement). 
a. impurities 
b. microbending 
c. attenuation in the glass 
d. stepped index operation 

-20. The 1.55 µ,m "window" is not yet in use 
with fiber optic systems because 

· a. the attenuation is higher than at 0.85 µ,m • 
b. the attenuation is higher than at f .3 µ,m 
c. suitable laser -devices have not yet been 

developed 
d. it does not fond itself to wavelength mul

tiplexing 
21. Indicate which of the following is not a sub

marine cable 
a. TAT-7 
b. INTELSAT V 
c. ATLANTIS 
d. CANTAT 2 

22. Indicate which of the following is an Amer
ican domsat system 
a. INTELSAT 
b. COMSAT 
c, TELSTAR 
d. INMARSAT 

REVIEW QUESTIONS 
1. What ismultiplexing? Why is it needed? What are its two basic forms? 

2. Show, diagrammatically and with an explanation, how channels are combined into 
groups, and groups into supergroups, and so on, when FDM is generated in a practical . 
system. 
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3. Whatare the major advantages of the piecemeal method of generating FDM, as in 
Question 1512, compared with a-method of direc(ly translating each channel, in one step, 
into its final position in the baseband? 

4. Explain the principles of time-division multiplex, with a sketch to show how the 
interleaving of channels takes place. 

s. Show how first-order TOM signals may be genera,ted and then demultiplexed in the 
receiver. 
6. Explain briefly ho~ higher-order TDM multiplexing is achieved. Draw up a table 
comparing the channel capacities_of the first four orders of TDM and FDM. 

7. Describe a typical terrestrial coaxial cable system. Why are separate cables in the one 
tube used- for the two _directions of transmission? 

8. Sketch the supergroup distribution spectrum of a coaxial cable carrying 900 circuits. 

9. What are the typical operating frequencies, bandwidths and repeater gains and spac
ings in a coaxial cable system? 

10. Sketch-an attenuation-versus-wavelength diagram for optical fibers, briefly explain
ing the factors governing its appearance; label the "windows." 

11. Briefly describe optical {ibers and the factors governing losses in fibers. 

12. What are the advantages of optical fibers over coaxial cables? Why do most existing 
systems operate at a wavelength of0.85 µ,m, whereas all new systems operate at 1.3 µ,m? 
Why is the 1.55-µ,m wavelength not used? 

13. Explain in detail why changing down to an intermediate frequency takes place in a 
microwave link repeater. What part does the link play in the modulation process? 

14. Draw the block diagram of a microwave link repeater, indicating the function of each 
block 

15. What is the purpose of the circulator found in a microwave link repeater? 

16. A microwave link repeater has a number of bandpass filters. Describe the function of 
each one. 

17. What is the difference between coaxial cable and microwave link repeaters from the 
point of view of supplying the necessary de power? 

18. Compare and contrast the performance and advantages of coaxial cable and micro- · 
wave links as broadband "continental" transmission media. Explain why microwave 
links tend to be preferred for long-distance television transmissions. Is it a question of 
capacity, i.e., bandwidth? 

19. Where and why are troposcatter links used in preference to the other two medium-
distance broadband transmission media? · 

20. Draw a very basic block diagram of a tropospheric scatter link, showing the intercon
nections required to provide quadruple diversity. 

21. With the aid of outside references as required, draw up a tabular history of submarine 
cables since 1956_, stressing cable capacities, bandwidths, repeater types and _spacings. 

22, Describe the method of laying a submarine cable, What are the respe~tiye functions -
of lightweight and armored cables? 
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23. Compare the salient operating methods of submarine cables with those of land-based 
coaxial cables. What are the reasons for some of the differences? 

24. With reliability being so important for submarine cables, describe some of the meth
ods used to achieve it, during both manufacture and "laying. 

25. Discuss the major practical aspects of fiber-optic submarine cables, especially the 
advantages they might have over co1U1entional copper cables. 

26. Explain what is meant by saying that a satellite is "stationary." Why are such 
satellites used for worldwide communications, in preference to any other kind? 
27. How do the functions of a communications satellite compare with those of a micro
wave link repeater? ·What is the most significant difference in their functions? 

28. Describe the appearance and layout of a typical INTELSAT earth station. What are 
calocated:stations? Check Figure 15-7 to note where in the world colocated stations are 
possible. 
29. · What are the "carriers" allocated to a particular earth station? Correspondingly, what 
are the functions of receive chains? Sketch the block diagram of a receive chain, from the 
power divider to the terrestrial multiplex equipment. ' 

30. Describe some of the circuits likely to be found aboard an INTELSAT satellite. 

31. What devices and circuits are likely to be used as the HPAs and LNAs of a satellite 
earth station? 
32. How do the three inaj()r types of INTELSAT satellite earth stations differ from each 
other, in general appearance and applications? 

33. Describe the maritime satellite facilities currently available, stressing the INMAR
SAT organization. 

34. Under what circumstances are regional or domestic satellite systems likely to be 
_used? In what ways do they differ from worldwide satellite systems? How do their appli
cations compare with those of domestic terrestrial systems? 

35. Compare the advantages and disadv~ntages of submarine cables and communications 
satellites for intercontinental telephony and television. Show how the two media may be 
complementary. 
36. What is done to ensure that international telephone (or telex) calls are not misrouted? 
Explain in some detail. 
37. With a· line sketch showing the appropriate exchange hierarchy, show how a tele
phone call may be routed from a city in the United States to one in another country, 
indicating how alternative routings play a part in determining the overall path of the call. 
38. What 1s the difference in basic· philosophy between an echo canceler and a suppres
sor?1 
39. In a given,1-hour period, the five circuits connecting two small towns carry respec
tively 55, 45, 35, 20 and 10 minutes of traffic. What can you say about the method used 
by the exchange to select these circuits, and the erlangs carried?. 
40. Relate offered traffic and carried traffic, and define grade of service. 



Radar Systems 
Radar is basically a means of gathering infor
mation about distant objects, or targets, by 
sending electrom<1gnetic waves at ·them and 
analyzing the echoes. It was evolved during 
the years just before World· War II, indepen
dently and more or less simultaneously in 
Great Britain, the United States,· Germany 
and France. At first, it was used as an all
weather method of detecting approaching 
aircraft, and iater for many other purposes. 
The word itself is an acronym, coined in 1942 
by the U.S. Navy, from the words radio de
tection and ranging. 

It was radar that gave birth to micro
wave technology, as early workers quickly 
found that the highest frequencies gave the 
most accurate results. Since the niajority of 
components which it uses have been de
scribed in preceding chapters, radar will be 

discussed here mainly from the point of view 
of general methods and systems. 

The chapter begins with a basic de- · 
scription and then a historical introduction, 
followed by a discussipn of fundamentals and 
performance factors. The 6asic version of the 
radar range equation is derived at this point; 
Pulsed systems are then covered, including 
antenna scanning and the various data dis
play methods. The specific requirements of 
the several different types of pulsed radars 

· ate discussed next, and this is_followed by 
more advanced radar concepts, such as 
moving-target indication (MTI) radars and 
radar beacons. The chapter concludes with a 
description of CW radars, which may use the 
Doppler effect, and finally with the relatively 
recent development of phased array radar. · ' 

OBJECTIVES 

600 

Upon completing the materiaUn Chapter 16, the student will be able to: 

Understand radar theory and explain its development from its beginning. 

Calculate minimum usable signal ana maximum usable range of a radar signal. 

Determine bandwidth requirements. of radar receivers. 

Recognize antenna scanning and tracing processes. 

Define MT! and Doppler effect and ·explain their uses .. 

Discuss the term phased array and its uses. 
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BASIC PRINCIPLES 

In essence, a radar consists of a transmitter and a receiver, each connectCd t~ a direc
tional antenna. The transmitter is capabJe_of .sending out' a large UHF or microwave 
power through the antenna. The receiver collects as much energ): as possible from the 
echoes reflected in its direction by the target and then proces~es and displays. this 
information in a suitable way. The receiving antenna is very often the same as the 
transmitting antenna. This is accomplished through a kind of time-division multiplex
ing arrangement, since the radio energy is very often sent out in the form of pulses. 

16-1.1 Fundamentals 

Basic radar system The operation of a radar system can be quite· complex, but the 
basic principles are somewhat easy for the student to comprehend. Covered here are 
some fundamentals which wm make the follow-up material easier to digest.-

Refer to Figure 16~'1 and the timing diagram (Figure 16-2). A master timer 
controls the pulse repetition frequency (PRF) or pulse repetition rate (PRR) (Figure 
16-2.). These pulses are transmitted by a highly directi~nal parabolic antenna at the 
target, which can reflect (echo) some of the energy back to the same antenna. This 

. antenna has been switched from a transmit mode· to a receive mode by a ·duplexer 
(explained in detail later). The reflected energy is received, and time measurements are 
made, to determine the distance to the target. 

The pulse energy travels at 186,000 statute miles per second (162,000 nautical 
miles per second). For convenience, a radar mile (2000 yd or 6000 ft) is often used, 
with as little as 1 percent error being introduced by this measurement. The transmitted 
signal takes 6.16 µ,s to travel 1 radar mile; therefore the round trip for 1 mi is equal to 
1236 µ,s. With this. information, the range can be calculated by applying 
Equation (16-1). 

flt• 

Range = 12.36 

t = time froffi transmitter to receiver in microseconds 

For higher accuracy and shorter ranges, Equation (16-2) can be utilized. 

Tra~slllitter 1---~ Antenna 

Duplexer 

Receiver 

· FIGURE 16-1 Block diagram of an elementary pulsed radar. 

(16-1) 
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Transmit -

Receive 

P~dlseh I, RecelveHme~ 
Wit~ 

Pulse repetition time (PRT) 

(a) 

Pulse 1 

I 

740µs 

Target 1 

I A 

Pulse 2 

--370µs-l 
(30 mi) 

·::~. 
PRF 

(b) 

FIGURE 16-2 Timing diagram. 

328 flt 
Range (yards) = 

2 
= 164 tJ.t 

I 

L 

(16-2) 

,· 
After the radar pulse has been transmitted, a sufficient,rest time (Figure 16-2a) (re
ceiver time) must be allowed for the echo to return so as not to interfere with the next 
transmit pulse. This PRT, or pulse repetition time, determines the maximum distance 
to the target to be measured. Any signal arriving after the transmission of the second 
pulse is called a second return echo and would give an ambiguous indication. 

The range beyond which objects appear as second return echoes is called the 
maximum unambiguous range (mur) and can be calculated as shown in Equation 
(16-3). 

PRT 
mur=--

12.2 
(16-3) 

Range in miles; PRT in µ,s 

Refer to the timing diagram (Figure 16-2). By calculation, maximum unambig
uous distance between transmit pulse I and transmit pulse 2 is 50 mi. Any return pulse 
related to transmit pulse I outside this framework will appear as weak close-range 
pulses related to transmit pulse 2. The distance between pulse I and pulse 2 is called 
the maximum range. 

If a large reflective object is very close, the echo may return before the com
plete pulse can be transmitted. To eliminate ambiguity, the receiver is blocked, or 
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True echo False echo 

FIGURE 16-3 Doubl.e-range echoes. 

turned off. Blocking of the receiver during the transmit cycle is common in most radar 
systems. 

A second problem arises with large objects at close range. The transmitted 
pulse may be-reflected by the-target for one complete round trip (see Figure 16-3). It 
may then, because of its high energy level, be reflected by the transmitter antenna and 
bounced back to _the target for a second round trip. This condition is called double 
range echoes. To overcome this form of ambiguity, Equation (16-4) is used to deter
mine the minimum-effecti.v~ range. 

Minimum range = 164 PW 

Range = yards 
PW= µ,s 

(16-4) 

Other terms sometimes discussed in conjunction with the radar transmitter are duty 
cycle, peak power, and average power. To calculate duty cycle the following equation 
may be employed. 

PW' 
Duty cycle = PRT (16-5) 

The raiio ot peak power and average may aiso be expressed in terms of "duty cycle." 
I 

---------- - ----
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To complete this section onfundamentals, we can conclude that in order to produce. a 
strong echo over a maximum range, high peak power is required. In some situations, 
size and heat are important factors (radar in aircrait) and low average power is a 
requirement. We can easily see how low duty cycle is an important consideration. 

Commenting briefly on the other aspects of the radar set, we find that pulse
modulated magnetrons, klystrons, TWTs or CFAs are normally used as transmitter 
output tubes, and the first stage of the receiver is often a diode mixer. The antenna 
generally uses a parabolic reflector of some form, as will be mentioned in Section 

· 16-2.2. 

Development of radar From its inception, radar has used a systeui of sending short, 
powerful pulses of radio energy and then analyzing the returned echoes to determine 
the position, distance and possibly velocity of the target. However, the methods of 
doing so .have evolved and become far more refined and sophisticated as time has gone 
by. The primary incentive was the imminence of war. Radar was made possible by a 
technology which, at the time war broke oui, was ju.st beginning to show promise. This 
technology itself took great strides forward to meet the new challenges imposed by 
war. 

The first radars worked at much lower frequencies than present systems (as low 
as· 60 MHz for the original British. coastal air-warning radar) because of a lack of 
sufficiently powerful transmitting .tubes at higher frequencies. This was changed in 
1940 with the appearance of the cavity magnetron (Section 11-4.1), and the stage was 
then set for the development of modern radar. One of the prime requirements of a radar 
system is that it should have a fair degree of accuracy in its indication of target direc
tion. This is possible only if the antennas used are narrow-beam ones, i.e., have 
dimensions of several wavelengths. That requirement cannot be fulfilled satisfactorily 
unless the wavelengths themselves are fairly short, corresponding. to the upper UHF or 
microwave frequencies. 1 

The advent of the magnetron also made possible the next steps in the evolution 
of radar, namely, airborne radar for the detection of surface vessels and then airborne 
aircraft interception radar. In each of these, tight beams are necessary to prevent the 
receiver from being swamped by ground reflections, which would happen if insuffi- . 
cient discrimination between adjacent targets existed. Microwave radar for antiaircraft 
fire control was quickly developed, of which the most successful ground-based version 
was the U.S. An\iy's SCR-584. It was capable of measuring the. position of enemy 
aircraft to within 0.1°, and the distance, or range, to withih 25 m. Such radars were 

I 
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eventually capable of tracking targets by locking onto them, with the aid of servomech
anisms controlling ihe orientation of the antennas. Anti-surface vessel (ASV) radars 
became very common and quite accurate toward the end of the war. So did airborne 
radar for navigation, bombing or bomber protection; electronic navigation systems 

- ' were also developed. Radar countermeasures were instituted, consisting mainly of 
jamming (transmission of COI)fusing signals at enemy radar) or the somewhat more 
effective dropping of aluminum foil, in strips of about a half-wavelength, to ·cover 
approaching aircraft by producing false echoes. This "chaff" (American) or "win
dow'' (British) proved very effective, but its use in the war was conside~ably delayed. 
Each side-thought that the other did ·not know about it and so it was kept secret; 
however, it eventually came to be used on a very large scale. One of the indications of 
the enormous growth in the importance of radar in World War II is the increase in the 
staff of the U.S. Army's Radiation Laboratory. It started with about 40 people in 1941, 

· and iiumbers muliiplied tenfold by 1945. 
The subsequent developme,nts of radar have also been numerous. They have 

included the use of wavelengths well irito the millimeter range, at which atmospheric 
'interference becomes noticeable-but see also Figure 8-3 for the presence of radar · 

\ "wiild~ws." We have witnessed the us.e of greater powers at all wavelengths and the 
use of computers for a number of applications (especially fire control) to improve 
accuracy and reduce the time lag of manual operati_on. Long-range, fixed early-warn
ing radars have been built, including the MEWS and BMEWS systems. These radars 
use huge antennas and enormous transmitting powers and are supplemented by radar
carrying high-flying ·aircraft, which have an extended radar horizon because of their 
height. Satellites carrying radar have been employed for military purposes, such as 
early detection of ballistic missiles, and civilian uses, notably in meteorology and 

. mapping. Other important civilian uses of radar have included coastal navigation for 
shipping, position finding.for shipping and aircraft, and air-traffic control at airports. 
This has exiended tlie use of the landing facilities to weather conditions which would 
have made them unusable without radar and its allied systems. Also, the use of radar 
by various police forces, for the control of traffic speed and the prosecution of offend-
ers, is becoming commonplace. · · 

Numerous scientific advances have been made with the aid of radar; for in
stance, as early as in 1945 an error of 900 m was found (by accident) in the map 
position of the island of Corsica. More recent scientific uses of radar on an interplane
tary scale liave yielded much useful information about the sun and the rest of the solar 
system, and esp<icially about the distances and rotations of the various planetary bod
ies. For example, it is now known that the planet Mercury rotales with a speed not 
equal to its angular orbital velocity' so that it does not always presen! the same face to 
the sun. 

Frequencies and powers used in radar The frequencies employed by radar lie in the 
upper UHF and microwave ranges. As a result of wartime security, names grew up fbr 
the various frequency ranges; or bands, and these are still being used. One such term 
has already been discussed (the X band), and the others will now be identified. Since 
there is not a worldwide agreement on radar band nomenclature, the names used in 
Table 16-1 are the common American designations. 
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TABLE 16-1 Radar Bands* 
BAND FREQUENCY MAXIMUM AVAILABLE 
NAME RANGE, GHz PEAK POWERt MW 
UHF 0.3-1.0 5.0 
L 1.0-1.5 30.0 
s 1.5-3.9 25.0 
C 3.9-8.0 15.0 
X 8.0-12.5 10.0 , 

Ku 12.5-18.0 2.0 
K 18.0-26.5 0.6 
Ka 26.5-40.0 0.25 
V 40.0-80.0 0.12 
N 80.0-170.0 0.01 
A Above 170 -

* Note that the frequency ranges corresponding to the band names are not 
quite as widely accepted as the frequency spectrum band names of 
Figure -8-11. 
fThis column shows the maximum available power per tube. Nothing 
prevents the use of several tubes in a transmitter to obtain a higher 
output po""'.er. · 

16-l.2 Radar Performance Factors 
Quite apart (ro.m be,ing limi1ed by the curvatiffe ·of the earth, the maximum range of a 
radar set depends on a number of other·factois. These can now b~ discussed, beginning 
with the dassical radar range equation. ' 

Radar range equation To determine the maximum range of a radar set, it is neces
sary to determine the power of the received echoes, and to compare it with the mini
mum power that the receiver can handle and display satisfactorily. If the transmitted 
pulsed power is P, (peak value) and the antenna is isotropic, then the power density at 
a distance r from the antenna will be as given by Equation (8-1), namely,. 

'!P = __!l__ 
4'1Tr2 (16-6) 

However, antennas used in radar are directional, r_ather than isotropic. If Ap is 
the maximum power gain (see Section 9-3.1) of the antenna ~sed for transmission, so 
the power density at the target will be 

'!P = ApP, 
4'1Tr2 (16-7) 

The power intercepted by the target depends on its radar cross section, or 
effective area (discussed later). If this area is S, the power impinging on the target will 
be 

p = '!PS = ApP,S 
4'1Tr2 (16-8) 
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The target is not an antenna. Its radiation may be thought of as being omnidi
rectional. The power density of its radiation at the receiving antenna will be 

W'' = ___!___ = AµP,S 
41rr2 (41rr2)2 (16-9) 

Like the target, the receiving antenna intercepts a portion of the reradiated 
power, which is proportional to the cross-sectional area of tI\e receiving antenna. 
However, it is the capture area of the receiving antenna that is used here, as defined 
and explained in Equation (9-Jl). The received power is 

P' = W''Ao = AµP,SA0 

(47Tr2)2 

where Ao = capture area of the receiving antenna. 

(16-10) 

If (as is usually th.e case) the same antenna is used for both reception and 
transmission, we have from Equation.(9-iO') that the maximum power gain is given by 

41rA0 
AP=~ 

Substituting Equation (16-11) into (16-10) gives 

P' = _4_1r_A_o P,SA0 = _P_,'-A-'5'-S-
A2 l61r2r 4 41rr4A2 

(16-11) 

(16-12) 

The maximum range r max will be obtained when the received power is equal to 
the minimum receivable power of the receiver, P m;n· Substituting this into Equation 
(16-12), and making r the subject of the equation, we have 

( 
PA2S )"4 ' 0 . 

'max= 2 
41rA Pmin. 

(16-13) 

Alternatively, if Equation (16-11) is turned around so that A0 =AµA2!41r is 
substituted into Equation (16-13), we have 

[ 
P,A2 A2S J 114 

r = P 
max (41T)3Pmin 

(16-13a) 

Equations (16-13) and (16-13a) represent two convenient forms of the radar 
range equation, simplified to the ·extent that the minimum receivable power P min has 
not yet been defined. It should also be pointed out that idealized conditions have been 
employed. Since neither the effects of the ground nor other absorption and interference 
have been taken into account, the maximum range in practice is often less than th~t 
indicated by the radar range equation. 

Factors influencing maximum range A number of very significant and interesting 
conclusions may be made if the radar range equation is examined carefully. The first 
and most obvious is that the maximum range is proportional to the fourth root of the 
peak transmitted pulse power. The peak power must be increased sixteenfold, all else 
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being constant, if a given maximum range is to be doubled. Eventually, such a power 
increase obviously becomes uneconomical in any particular radar system. 

Equally obviously, a decrease in the minimum receivable power will have the 
same effect as raising the transmitting power and is thus a very attractive alternative to 
it. However, a number of other factors are involved here. Since P min is governed by the 
sensitivity of the receiver (which _in turn depends on the noise figure), the minimum 
receivable power may be reduced by a- gain increase of.the receiver, accompanied by a 
reduction in the noise at its input. Unfortunately, this may make the receiver more 
susceptible to jamming and interference, because it now relies more on its ability to 
amplify weak signals ( which could include the interference), and less on the sheer 
power of the transmitted and received pulses. In practice, some optimum ·bet'Yeen 
transmitted power and minimum received power must always be reached. 

The reason that the range is inversely proportional to the fourth power ot'the 
transmitted peak power is simply that the signals are subjected twice to the operation of 
the inverse square law, once on the outward journey and once on the return trip. By the 
same token, any property of the radar system that is used twice, i.e., for both reception 
and transmission, will show a double benefit if it is improved. Equation (16-13) shows 
that the maximum range is· proportional to the square root of the capture area of the 
antenna, and is therefore directly proportional to its diameter if the wavelength remains 
constant. It is thus apparent that possibly the most effective means of doubling a given 
maximum radar system range is to double the effective diameter of the antenna. This is 
equivalent to doubling its real diameter if a parabolic reflector is used. Alternatively, a 
reduction in the wavelength used, i.e., an increase in the frequency, is almost as 
effective. There is a limit here also. As will be remembered from Equation (9-9); the 
beam width of_ an antenna is proportional to the ratio of the wavelength to the diameter 
of the antenna. Consequently, any increase in the diameter-to-wavelength ratio will 
reduce the beamwidth. This is very useful in some radar applications, in which good 
discrimination between adjoining targets is required, but it is a disadvantage in some 
search radars. it is their function to sweep a certain portion of the sky, which will 
naturally take longer as the beamwidth of the antenna is reduced. 

Finally, Equation (16-13) shows that the maximum radar range depends on the 
target area, as might be expected. Also, ground interference will limit this range, as 
shown in Figure 8-8. The presence of a conducting ground, it will be recalled, has the 
effect of creating an interference pattern such that the lowest lobe of the antenna is 
some degrees above the horizontal. -A distant target may thus be situated in one of,the 
interference zones, and will therefore not be sighted until ·it is quite close to the radar 
set. This explains ·the development and emphasis of "ground-hopping" military air-· 

_ craft, which are able to fly fast and close to the ground and thus remain undetectable 
for most of their journey. 

Effects of noise The previous section showed that noise affects the maximum radar 
range insofar as it determim;~ the minimum power that the receiver can handle. Tlie 
extent of this can now be calculated exactly. From the definition of noise figure in 
Equation (2-11), it is possible to calculate the equivalent noise power generated at the 
input of the receiver, N,. This is the power required at the input ofan ideal receiver 
having the_ same noise figure as the practical receiver. We then have. · 
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. (SIN), S,N0 S, G(N, + N,) F=~~=~-=~_::__o:--'------'~ 
(SIN) 0 S0 N1.. GS, N, 

= 1 + N, 
N, 

where S, = input signal power 
N, = input noise power 
S0 = output signal power 
N O = output noise power 
G = power gain ·of the receiver 

We have 

N, 
-=F-1 
N, 

N, = (F - l)N, = kTo 6f(F - 1) 

where kT0 6f = noise input power of receiver 
k = ·Boltmann's constant= 1.38 x 10.-23 J/K 

T0 = standard ambient temperature = l 7°C ,=. 290 K 
6 f = bandwidth of receiver 

(16-14) 

(16-15) 

It has been assumed that the antenna temperature is equal to the standard ambi
ent temperature, which may or may not be true, but the actual antenna temperature is 
of importance only if a very low-noise amplifier is used. Reference may be made to 
Section 2-4 for the reasoning behind· the substitution for N,. 

The minimum receivable signal for the receiver, under so-called threshold de
tection conditions, is equal to the equivalent noise power at the input of the receiver, as 
just obtained in Equation (16-15). This may seem a little harsh, especially since much 
higher ratios of signal to noise are used in continuous modulation systems. However, -it 
must be realized that the echoes from the target are repetitive, whereas noise impulses 
are random. An integrating. procedure thus takes place in the receiver, and meaningful 
echo pulses .may be obtained although'. their amplitude is no greater than that of the 
noise impulses. This may be understood by. considering briefly the display of the 
received pulses on the cathode-ray tube screen. The signal pulses will keep recurring at 
the same spot if the target is stationary, so that the brightness at this point of the screen 
is maintained· (whereas the impulses due to noise are quite random and therefore not 
additive). If the- target itself is in rapid motion, i.e., moves significantly .between 
successive scans, a system of moving-target indication (see Section 16-3) may be used. 
Substituting these findings.into Equation (16-13), we have 

[ 
P,Af>S ] 114 

r - (16-16) 
m>< - 4'11"A2kTo 6f(F - I) 

Equation (16-16) is reasonably accurate in predicting maximum range, pro
vided that ii number of factors are taken into account when it is used. Among these are 
system losses, antenna imperfection, receiver nonlinearities, anomalous propagation, 
proximity of other noise sources (including deliberate jamming) and operator errors 
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and/or fatigue (if there is an operator). It would be safe to call the result obtained with 
the aid of this equation the maximum theoretical range, and to realize that the maxi
mum practical range varies between IO and 100 percent of this value. However, range 
is sometimes capable of exceeding the theoretical maximum under unusual propagating 
conditions, such as superrefraction (see Section 8-2.3). 

It is possible to simplify Equation (16-16), which is rather cumbersome as it 
stands. Substituting for the capture area in terms of the antenna diameter (A0 = 
0.65,rD2/4) and for the various constants, and expressing the maximum range in ki
lometers, allows simplification to 

[ 
P,D

4
S ] 

114 

r = 48 --,----
ma, of A2(F - 1) 

where r max = maximum radar range, km 
P, = peak pulse power, W 
D = antenna diameter, m 
S = effective cross-sectional area of target, m2 

of= receiver bandwidth, Hz 
A = wavelength, m 
F = noise figure (expressed as a ratio) 

(16-17) 
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SOLUTION . 

. P, 

Target properties In connection_with.the derivation of the radar range equation, a 
4uanlily was used but,not defined. This was the radar cross section, Or effective area, 
of the target. For targets whose dimensions are large compared to the wavelength, as 

'-fo~rcraft microwaVe radar is used, the .radar cross section may be defined as the 
projected.area of a perfectly conducting sphere which would ~etlect the same power as 
the actual target reflects, if it were located at the same spot as the target. The practical 
situation is far from simple. 

First of all, the radar cross section depends on the frequency used. If this is such 
that the target is small compared to a wavelength, its cross-sectional area for radar 
appears much smaller. than its real cross section. Such a situation .is referred to as the 
Rayleigh region. When the circumference of a spherical target is between I and 10 
wavelengths, the radar cross section oscillates about the real one. This is the so-called 
resonance region. Finally, for shorter wavelengths (in the optical region) the radar and 
true cross sections are equal. 

Quite apart from variations with frequency, the radar cross section of a target 
will depend on the polarization of the incident wave, the degree of surface roughness 
(if it is severe), the use of special coatings on the target and, most importantly of all, 
the aspect of the target. For instance, a large jet aircraft, measured at 425 MHz; has 
been found to have a radar cross section varying between 0.2 and 300 m2 for the 
fuselage, depending on the angle at which the radar pulses arrived on it. The situation 
is seen to be 9omplex because of the large number of factors involved, so that a lot of 
the work is empirical. 
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16~2 PULSED SYSTEMS 

Pulsed 'systems can now be described in some detail, starting with ·a block diagram of 
a typical pulsed radar set and its description, followed by a discussion of scanning and 
display methods. Pulsed radars can then be divided broadly into search radars on the 
one hand and tracking radars on the other. Finally, some mention can be made of 
auxiliary systems, Such as beacons and transponders. 

16-2.1 Basic Pulsed Radar System 
A very elementary block diagram of a pulsed radar set was shown in Figure 16-1. A 
more deJailed block diagram will now be given, and it will then be possible to compare 
some of the circuits used with those treated in other contexts and to discuss in detail 
those circuits peculiar to radar. 

Block diagram and description The block diagram of Figure 16-4 shows the ar
rangement of a typical high-power pulsed radar set. The trigger source provides·pulses 
for the modulator. The modulator provides rectangular voltage pulses used as the 
supply voltage for the output tube, switching it ON and OFF as required. This tube may 
be a magnetron oscillator oran amplifier such as the klystron, traveling-wave tube or 
crossed-field amplifier, depending on specific requirements. All those devices were 

. covered in detail in Chapter 11. If an amplifier is used, a source of microwaves is also 
required. While an amplifier may be modulated at a special grid, the magnetron can- . 
not. If the radar is a low-powered one, it may use IMPATT or Gunfi oscillators, or 
TRAPATT amplifiers. Below C band, power transistor amplifiers or oscillators m_ay 

Trigger 
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Output tube 

_Video 
amplifier 

Detector 

ATR switch 

Indicator 

IF aml;'lifier 

Antenna 

TR'Switch i-<-----+ 

Mixer 

local 
oscillator 

Angle data 
from antenna 

FIGURE 16-4 Pulsed radar block diagram. 
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also be used. All these devices have already been discussed at length in Chapter 12. 
Finally, the transmitter portion of the radar is terminated with the duplexer, which 
passes the output pulse to the antenna for transmission. 

The receiver is connected to the antenna at suitable times (Le., when no trans
mission.is instantaneously taking place). As previously explained, this is also done by 
the duplexer. As shown here, a (semiconductor diode) mixer is the most likely first 
stage in the receiver, since it has a fairly low noise figure, but of course it shows a 
conversion loss. An RF amplifier can also be used, and this ·would most likely be a 
transistor or IC, or perhaps a tunnel diode or paramp.(see Chapter.12). A better noise 
figure is thus obtained, and the RF amplifier may have the further advantage of saturat
ing for large signals, thus acting .as a limiter that prevents mixer diode burnout from 
strong echoes produced by nearby targets. The main receiver gain is provided at an 
intermediate frequency that is typically 30 or 60 MHz. However, it may take two or 
more downconversions to reach that IF from the initial microwave RF, to ensure 

. adequate image frequency suppression. · 
If a diode mixer is the first stage, the (first) IF amplifier must be designed as a 

low-noise stage to ensure that the overall noise figure of thereceiver does not deterio
rate. A noisy.IF amplifier would play havoc with the overall receiver performance, 
especially when it is noted that the "gain" of a diode mixeris in fact a conversion loss, 
typically 4 to 7 dB. A cascade connection is quite common for the transistoramplifiers 
used in the IF stage, because it removes the need for neutralization to avoid the Miller 
effect. · 

Another source of noise in t.he ,receiver of Figure 16-4 may be the local oscilla
tor, especially for microwave radar receivers. One of the methods of reducing such 
noise is to use a varactor or step-recovery diode multiplier (Section 12-3). Another 
method involves the connection of a narrowband filter.between the local oscillator and 
the mixer to reduce the noise bandwidth of the mixer. However, in receivers employ
ing automatic frequency correction this may be unsatisfactory. The solution of the 

. oscillator noise problem may then lie in using a balanced mixer and/or a cavity-stabi
lized oscillator. If used, AFC may simply consist of a phase discriminator which takes 
part of the output from the IF amplifier and produces a de correcting voltage if the 
interm~diate frequency drifts. The voltage may then be applied directly to a var31,ctcir in 
a diode oscillator cavity. 

The IF amplifier is broadband, to permit the use of fairly narrow pulses. This 
means that cascaded ·rather than single-stage amplifiers are used. These can be syn
chronous, that is, all tuned to the same frequency and having identical bandpass char
acteristics. If a really large bandwidth is needed, the individual IF amplifiers may be 
stagger-tuned. The overall response is achieved by .overlapping the responses of the 
individual amplifiers, w~ich are tuned to nearby frequencies on either side of the center 
frequency. The detector is often a Schottky-barrier diode (Section 12-8.2), whose 
output is amplified by a video amplifier having the same bandwidth as the IF ampli
fier. Its outpufis then fed to a display unit, directly or via computer processing and 
enhancing. · 

Modulators i If1 a radar transmitter, the modulator is a circuit or group· of circuits 
whose functi(m it is to switch the output tube ON and OFF as required. There are two 

I' . 
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main types in common use: line-pulsing modulators and active-switch modulators. The 
latter are also known as driver-power-amplifier modulators and were called hard-tube 
modulators until the advent of semiconductor devices capable of handling some modu
lator duties. 

The line-pulsing modulator corresponds broadly to the high-level modulator 
described for AM in Section 3-2. Here the anode of the output tube (or its collector, 
depending on the tube used) is modulated directly by a system that generates and 
provides large _pulses of supply voltage. This is achieved by slowly charging and then 
rapidly discharging a transmission line. The charging is made slow to reduce the 
current requirements and is generally_ done through .an inductance. The transmission 
line is able to store energy in its distributed inductance and capacitance. If the line is 
charged to a voltage V from a high-impedance source, this voltage will drop to 1/2V 
when a load is connected (the output tube) whose impedance is equal to the characteris
tic impedance of the line. However, at the instant of load connection the voltage across 
the line is Y2V only at the input; it is still V everywhere else. The voltage drop now 
propagates along the line to the far end, from which it is reflected to the input termi
nals. It is thus seen that a voltage Y2V will be maintained across the load for a time 21, 
where t is the time taken by an electromagnetic wave to travel from one end of ihe line 
to the other. 

If the pulse duration (21) is to be 1 µ,s, the line length must be 150 m. This is 
far too long for convenience, and consequently a pulse-forming network (PFN) is 

- --- almost always substituted for the transmission line. As shown in Figure 16-5, which 
illustrates a very basic modulator, the PFN looks just like the equivalent circuit of a 
transmission line. It also behaves identically to the transmission line for frequencies 
below f = lhrVLC, where L and Care the inductance and capacitance, respectively, 
per section. In high-power radars, the device most likely for use as a switch is a 
hydrogen thyratron, because it is capable of switching very high powers and of rapid 
deionization. Silicon-controlled rectifiers (SCRs) may also be used to good advantage. 

The advantages of the line modulator are that it is simple, compact, reliable and 
efficient. However, it has the disadvantage that the PFN must be changed if a different 
pulse length is required. Consequently, line modulators are not used at all in radars 
from which-variable· pulse widths are required, but they are often used ofuerwise. The 
pulses that are produced have adequately steep sides and flat tops. 

The active-switch modulator is one that can also provide high-level modulation 
of the output tube, but this time the pulses are generated at a low power level and then 
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FIGURE 16-5 Simple line-pulser using a pulse-forming network. 
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amplified. The driver is often a blocking oscillator, triggered by a timing source and 
driving an-amplifier. Depending on the power level, this may be a transistor amplifier 
ora powerful ·tube such as.a shielded-grid'triode. The amplifier then controls the de 
power supply for the output RF tube. This type of modulator is less efficient, more 
complex and bulkier than the line modulator, but it does have the advantage of easily 
variable pulse length, repetition rate or even shape. It is often used in practice. 

Finally, low-level modulation is also sometimes possible. This may be done in 
UHF radar, which uses orthodox vacuum tubes, or at higher frequencies if a velocity
modulated,amplifier is·used: Such possibilities were explored when those tubes were 
described in Chapter 11, and indeed Figure 11-7 shows the basic circuit of such a 
modulator. Also, in some low-power radars, it becomes possible to apply the output of 
the blocking oscillator directly to the output tube, simplifying the modulator circuitry. 

Receiver bandwidth requirements Based on what we learned in Chapter I,: the 
bandwidth of the receiver corresponds to. the bandwidth of the .transmitter and its pulse 
width. The narrower the pulses, the greater is the IF (and video) bandwidth required, . 
whereas the RF bandwidth is nonnally greater than these, as in other receivers. With a 
given pulse duration T, the receiver bandwidth may still vary, depending on how many 
hannonics of the_ pulse repetition frequency are needed to provide a received pulse 
having a suitable shape. If vertical sides are required for the pulses in order to give a 
good resolution (as. will be seen), a large bandwidth is required. It is seen that the 
bandwidth must be increased ifmore information about the target is required, but too 
large a bandwidth will reduce the maximum range by admitting more noise, as shown 
by Equation (16-16). 

The.IF bandwidth of a radar receiver is made n/T, where Tis the pulse duration 
and n .is a number whose value ranges from under I to .over IO, depending on the 
circumstances. Values of n from I to about 1.4 are the most common. Because pulse 
widths normally range from 0.1 to IO µ.s, it is seen that the radar receiver bandwidth 
may lie in the range ·from about 200 · kHz to over IO .MHz. Bandwidths from I to 

. 2 MHz are the most common. 

Factors governing pulse characteristics We may now consider why flat-topped 
rectangular pulses are preferred in radar and what it is that governs their amplitude, 

· duration and repetition rate .. These factors are of the greatest importance in specifying 
· and detennining ihe performance of a radar system. 

There are several reasons why radar pulses ideally should have vertical sides 
and flat tops. The leading edge of the transmitted pulse must be vertical to ensure that 
the leading edge of the received pulse is also close to vertical. Otherwise, ambiguity 
will exist as to the precise instant at which the pulse has been returned, and therefore 
inaccuracies will creep· into the exact measurement of the target range. This require
ment is of special importance in fire-control radars. A flat top is required for the 
voltage pulse applied to the magnetron anode; otherwise its frequency will be altered 
(see Section 11-4.3). It also is needed because the efficiency of the magnetron, mul
ticavity klystron or other amplifier drops significantly if the supply voltage is reduced. 
Finally, a steep trailing edge is needed for the transmitted pulse, so that the duplexer 
can switch the receiver over to the antenna as soon as the body of the pulse has passed. 
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This will not happen if the pulse decays slowly, since there will be sufficient pulse 
power present to keep the TR switch ionized.-We see !hat a pulse trailing edge which is 
not steep has the effect of lengthening the period of time which the receiver is discon
nected from !he antenna. Therefore it limits the minimum range of !he radar. This will 
be discussed in connection with pulse width. 

The pulse repetition frequency, or PRF, is governed mainly by two conflicting 
factors. The first is the maximum range required, since it is necessary not only to be 
able to detect pulses returning from distant targets but also to allow them time to return 
before !he next pulse is transmitted. If a given radar is to have a range of 50 nrni 
(92.6 km), at least 620 µ.s must be allowed between s.uccessive pulses; this period is 

. called !he pulse interval. Ambiguities will result if this is not done. If only 500 µ.sis 
used as the pulse interval, an echo received 120 µ.s after the transmission of a pulse 
could mean either !hat the target is 120/12.4 = 9.7 nmi (18 km) away or else that the 
pulse received is a reflection. of the previously sent pulse, so that !he target is (120 + 
500)/12.4 = 50 nmi away. From this point. of view, it is seen that the pulse interval 
should be as large as possible. The greater !he number of pulses reflected from a target, 
the greater !he probability of distinguishing this target from noise. An integrating effect 
takes place if echoes repeatedly come from the same target, whereas noise is random. 
Since !he antenna moves at a significant speed in many radars, and yet it is necessary to 
receive several pulses from a given target, a lower limit on the pulse repetition fre
quency clearly exists. Values of PRF from 200 to 10,000/s are commonly used in 
practice, corresponding to pulse intervals of 5000 to 100 µ.sand therefore to maximum 
ranges from 400 to 8 nmi (740 to 15 km). When !he targets are very distant (satellites 

· and space probes, for example), lower PRFs may have to be used (as low as 30 pps). 
If a short minimum range is required, !hen short pulses must be transmitted. 

This is really a continuation of !he argument in favor of a vertical trailing edge for !he 
transmitted pulse. Since the receiver is disconnected from !he antenna for the duration 
of !he pulse being transmitted (in all radars using duplexers), it follows that. echoes 
returned during this period cannot be received. If the total pulse duration is 2 µ.s, then 
no pulses can be received during this period. No echoes can be received from targets 

. closer than 300 m away, and this is the minimum range of!he radar. Another argument 
in favor of short pulses is that they improve the range resolution, which is the ability to 
separate targets whose distance from the transmitter differs only slightly. Angular 
resolution, as the name implies, is dictated by the beamwidth of the antenna. If !he 
beamwidth is 2°, then two separate targets that are less than 2° apart will appear as one 
target and will therefore not be resolved. If a pulse duration of 1 · µ.s is used, this means 
that echoes returning from separate targets !hat are I µ.s apart in.time, (i.e., about 
300 m in distance) will merge into' one returned pulse and will not be separated. It is 
seen that the range resolution in this case is no better than 300 m. 

It is now necessary to consider some arguments in favor of long pulse dura
. lions. The main one is simply that the receiver bandwidths must be increased as pulse.s 
are made narrower, and Equation (16-16) shows th.at this tends to reduce the maximum 
range by admitting more noise into the system. This may, of course, be counteracted 
by increasing the peak pulse power, but only at the expense of c9st, size and power 
consumption. A careful look at the situation reveals that the m~inum.range depends 
on the pulse energy rather than on its peak power. Since one of the terms of Equation 
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(16-16) is P,!fJf, and the bandwidth fJfis inversely proportional to the pulse duration, 
we are entitled to say that range depends on the product of P, and T, and this product is 
equal to the pulse energy. We must keep in mind that increasing the pulse width while 
keeping a constant PRF has the effect of increasing the duty cycle of the output tube, 
and therefore its average power. As the name implies, the duty cycle is the fraction of 
time during which the output tube is ON. If the PRF is l 200 and the pulse width is 
1.5 µ,s, the period of time actually occupied by the transmission of pulses is 1200 x 
1.5 = 1800 µ,sis, or 0.0018 (0.18 percent). Increasing the duty cycle thus increases 
the dissipation of the output tube. It may also have the effect of forcing a reduction in 
the peak power, because the peak and average powers are closely related for any type 
of tube. If large duty cycles are required, it is worth considering a traveling-wave tube 
or a crossed-field amplifier as the output tube, since both are capable of duty cycles in 
excess of 0.02 (see also Chapter 11) .. 

16-2.2 Antennas. and, Scanning 
' The majoriiy of radar antennas use dipole or horn-fed paraboloid reflectors, or at ·1east 

reflectors.of a basically paraboloid shape, such as those of Figure 9-32 (the cut parabo
loid, parabolic cylinder or pillbox): In each of the latter, the bearnwidth in the vertical 
direction (the angular resolution)· will be much worse than in the horizontal direction, 

··but this is immaterial ,in ground-to-ground or even air-to-ground radars. It ·has the 
advantages of allowing a significantly reduced antenna size and weight, reduced wind 

. loading and smaller drive motors. 

Antenna scanning Radar antennas are often made to scan a given area of the sur
rounding space, but tt,e actual scanning pattern depends on the application. Figure 16-6 
shows some typical scanning patterns. 

The first of these is the simplest but has the disadvantage of scanning in the 
horizontal plane only .. However, there are many applications for this type of scan in 
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searching the horizon, e.g., in ship'to-ship radar. The nodding scan of Figure 16-6b is 
an extension of this; the antenna is now rocked rapidly in elevation while it rotates 
more slowly in azimuth, and scanning in both planes is obtained. The system can be 

. used to scan a limited sector or els, it can be extended to cover the complete hemi
sphere. Another system capable of search over the complete hemisphere is the helical 
scanning system of Figure 16-6c, in which the elevation of the antenna is raised slowly 
while it rotates more rapidly .in azimuth. The antenna is returned to its starting point at 
the completion of the scanning cycle ·and typical speeds are a rotation of 6 rpm accom
panied by a rise rate of20°/minute (World War II SCR-584 radar). Finally, if a limited 
area of more or le_ss circular .shape js to. be covered, spiral scan may be used, as shown 
in Figure I 6-6d. 4 

Antenna tracking Having acquired a target through a scanning method as just de
scribed, it may then be necessary to locate it very accurately, perhaps in order to bring 
weapons to bear upon it. Having an antenna with a narrow, pencil-shaped beam helps 
in this regard, but the accuracy of even this type of antenna is generally insufficient in 
itself. An error of only l O seems slight, until one realizes that a weapon so aimed would 
miss a nearby target,, only IO km away, by 175 m, (i.e., completely!). Auxiliary 
methods of tracking or precise location must be employed. The s.implest of these is the 
lobe-switching technique illustrated in Figure 16-7a, which is also called sequential 
lobing. The direction of the antenna beam is rapidly switched between two positions in 
this system, as shown, so that the strength of the echo from the target will fluctuate at 
the switching rate, uniess the target is exactly midway between the two directions. In 
this case, the echo strength will be the same for both antenna positions, and the target 
will have been tracked with much greater accuracy than would be achieved by merely 
pointing the antenna at it. 

Conical scanning '"is a logical extension of lobe switching and is shown i~ 
Figure 16-7b.lt"is achieved by mounting the parabolic antenna slightly off center and·' · 

· then rotating it about the axis of the parabola, the rotation is slow compared to the PRF. 
The name conical scan is derived from the surface described in space by the pencil 
radiation pattern of the antenna, as the tip of the pattern moves in a circle. The same 
argument applies with regard to target positioning as for sequential lobing, except that 
the conical scanning system is just as accurate in eJeVatio_n as in azimuth, whereas 
sequential lobing is accurate.in one plane only. · · 

· There are two·disadvantages of the use of either sequential lobing or conical 
scanning. The first and most obvious is that the motion· of th, antenna is !',OW more 
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FIGURE 16-7 Antenna tracking. (a) Lobe switching; (b) conical scanning. 



RADAR SYSTEMS 619 

complex, and additional servomechanisms are required. The second drawback is due to 
the fact that more than one returned pulse is required to locate a target accurately (a 
minimum of four are·required with conical scan, one for each extreme displacement of 
the antenna). The difficulty here is that if the target cross section is changing, because 
of its change in attitude or for other reasons, the echo power will be changing also. 
Hence the effect of conical scanning (or sequential· lobfi:tg, for that matter) will be 
largely nullified .. From this point of view, the ideal system would be one in which all 
the information obtained by conical scanning could be achieved with just one pulse. 
Such a system fortunately exists and is called monopulse. 

In an amplitude-comparison monopulse system, four feeds are used with the 
one paraboloid reflector. A system using four horn antennas displaced about the central 
focus of the reflector is shown in Figure 16-8. The transmitter feeds the .horns simulta
neously, so that a.sum signal is transmitted which 'is little different from the usual pulse 

. transmitted by a single horn. In reception, a duplexer using a rat race, as discussed in 
. Section 10-3.4, is employed to provide the following three signals: the sum A + B + ·· 

C + D, the vertical difference (A + C)- (B + D) and the· horizontal difference 
(A + B) - (C + D). 

Each of the four feeds produces a slightly different beam from the one reflector, 
so that in transmission four individual beams '~stab ot~t" into space, being centered on 
the direction a beam would have had from a single feed placed at the focus of the 
reflector. As in conical scanning and sequential lobing, no differences will be recorded 
if the target is precisely in the axial direction of the antenna. However, once the target 
has been acquired, any deviation from the central position will be shown by the pres
ence of a vertical difference signal, a horizontal difference signal, or both. The receiver 
has three separate input channels ( one for each of the three signals) consisting of three 
mixers with a common local oscillator, three IF amplifiers and three detectors. The 
output of the sum channel is used· to provide the data generally· obtained from a radar 
receiver, while each of the difference or error signals feeds a servoamplifier and motor, 
driving the antenna so as to keep it pointed exactly at the target. Once this has been 

Feed horns 
(relative size 

is exaggerated} 

A C 

,,. D 

Focus of paraboloid 

Outline of 
paraboloid reflector 

FIGURE 16-8 Feed arrangements for monopulse tra.::king. 
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done, the output of the sum channel can be used for the automatic control of gunnery if 
that is the function of the radar, . . 

The advantage of monopulse, as previously mentioned, is that it obtains with 
one pulse the information which required several pulses in conical scanning. Mono
pulse is not subject to errors due to the variation in target cross section. It requires two 
extra receiving channels and a more complex duplexer and feeding arrangement am;! 
will be bulkier and more expensive. 

Some antennas are required to provide a certain amount of tracking but are 
themselves too bulky to move, e.g., the I20-byc50-m BMEWS antennas at Thule, 
Greenland. The feed is scanned on either side of the focus of the reflector. In simple 
systems, the feed horn may actually move, but in others a multiple-feed arrangement is 
used. This is rather similar to the monopulse feed but contains far more horns, and the 
signal is then applied to each horn in turn (also referred to as the "organ-pipe" scan
ner). An alternative to this system, which is rather similar to an interferometer, consists 
of using a number of fairly closely spaced fu:ed antennas and varying the direction of 
the scanning beam by changing the relative phase of the signals fed to the various 
antennas. The name given to this is phased array. Note that no antenna movement is 
required for scanning with either the phased array or the organ-pipe scanner. A descrip-
tion of various aspects of phased array radars is given in Section 16-3.3. · 

16-2.3 Display Methods 
The output of a radar receiver may. be displayed in any of a number of ways, the 
following three being the most common: deflection modulation of a cathode-ray-tube 
screen as in the A scope, intensity modulation of a CRT as in the plan-position indica
tor (PP!) or direct feeding to a computer. Additional information, such as height, speed 
or velocity, may be shown on separate displays. 

A scope As can be seen from Figure 16-9, the operation of this display system is 
rather similar to that of an ordinary oscilloscope. A sweep waveform is applied to the 
horizontal deflection plates of the CRT and moves-the beam slowly from left to right 
across the face of the tube, and then back to the starting point. The flyback period is 
rapid and occurs with the beam blanked out. In the absence of any received signal, the 
display is simply a l)orizontal s1caight line, as with oscilloscopes. The demodulated 

Reference 
pulse Nearby 

objects clutter 

/, Target 
More: 

Ground clutter distant large! 

Range 

FIGURE 16-9 A scope display. 
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receiver output is applied to the vertical deflection plates and causes the departures 
from the horizontal line, as seen in Figure 16-9. The horizontal deflection sawtooth 
waveform is synchronized with the transmitted pulses, so that the width of the CRT 
screen corresponds to the time interval between successive pulses. Displacement from 
the left-hand side of the CRT corresponds to the range of the target. The first "blip" is 
due to the transmitted pulse, part of which is deliberately· applied. to the CRT for 
reference. Then come various strong blips due to reflections from the ground and 
nearby objects, followed by noise, which is here called ground clutter (the name is 
very descriptive, although the pips due to noise are not constant in amplitude or posi
tion). The various targets then show up as (ideally) large blips, again interspersed wi\h 
grass. The height of each. blip corr~sponds to the strength of the returned echo, while 
its distance from the reference blip is a measure of its range. Ttiis is why the blips on 
the right of the screen have been shown smaller than those nearer to the left. It would 
take a very large target indeed at a range of 40 km to produce the same size of echo as 
a normal target only 5 km away! . 

Of the vari~us indications and controls for the A scope, perhaps the most 
important is the range calibration, shown horizontally across the tube. In some radars 
only one may be shown, corresponding to a fixed value of 1 km per cm of screen 
deflection, although in others several scales may be available, with suitable switching 
for more accurate range determination of closer targets. It is possible to expand any 
section of the scan to allow more accurate indication of that particular area (this is 
rather similar to bandspread in communications receivers). It is also often possible to 
introduce pips derived from the transmitted pulse, which have· been passed through a 
time-delay network. The delay is adjustable, so that the marker blip can be made to 
coincide with the target. The distance reading provided by the marker control is more 
accurate than could have been estimated from a direct reading of the CRT. A gain 
control for vertical deflection is provided, which allows the sensitivity to be increased 
for weak echoes or reduced for strong ones. In the case of strong signals, reducing the 
sensitivity will reduce the amplitude of the ground clutter. 

By its very nature, the A scope presentation is more suitable for use with 
tracking than with search antennas, since the echoes returned from one direction only 
are displayed; the antenna direction is generally indicated elsewhere. 

Plan-position indicator As shown in Figure 16-10, the PPI display shows a map of 
the target area. The CRT is now intensity-modulated, so that the signal from the 
receiver after demodulation is applied to the grid of the cathode-ray tube. The CRT is 
biased slightly ·beyond cutoff, and only blips. corresponding to targets permit beam 
current and therefore screen brightness. The scanning waveform is now applied to a 
pair of coils on opposite sides of the neck of the tube, so that magnetic deflection is 
u~d, and a sawtooth current is required. The coils, situated in · a yoke similar in 
appearance to that around the neck of a television picture tube, are rotated mechani
cally at the same angular velocity as the antenna. Hence the beam is not only deflected 
radially outward from the center and thefi back again rapidly but also rotates continu
ously around the tube. The brightness at any point on the screen indicates the presence 
of an object there, with its position corresponding to its actual physical position and its 
range being measured radially out from the center. 
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(a) 

(/,) ' --
FIGURE 16-10 PP! display; {a) Radar map of London's Heathrow Airport (British 
Information Services (BIS) Pictures); (b) Portable modern marine radar-set. (Courtesy of AWA 
Australia.) 
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Long-persistence phosphors are normally used to ensure that the face of the PP1 
screen does not flicker. It must be remembered that the scanning speed is rather low 
compared to the 60 fields per second used with television, so that vario\is portions of 
the screen could go dim between successive scans. The resolution on the screen de
pends on the beam width of the antenna, the. pulse length, the transmitted frequency, 
and even on the diameter of the CRT bearo. Circular screens are used with diameters 
ranging up to 40 cm, but 30 cm is most often used. 

The PPI display lends itself to use with search radars and is particularly suitable· 
when conical scanning is employed. Note should also be taken of the fact that distor
tion of true map positions will take place if PPI is used on an aircraft, and its antenna 
does not point straight down. The range then seen on the screen is called the slant 
range. If the antenna of a mapping radar points straight down from the aircraft body, 
but the aircraft is climbing, the terrain behind will appear,hortened, while the area 
ahead is distorted by being lengthened. If required, computer processing may be used 
to correct for radar attitude, therefore converting slant range into true range. · 

It should be noted that the mechanics of geµerating the appropriate waveforms 
and scanning the radar CRT are similar to those functions in TV receivers. Discussion 
of these, including the need for sawtooth scanning waveforms, is undertaken in Chap
ter 17, in conjunction with television receivers. 

Antomatic target detection The performance of radar operators may be erratic or 
inaccurate (people staring at screens for long hours do get tired); ther<:[ore the output of 
the radar receiver may be used in a number of ways that do not involve human opera
tors. One such system may involve computer processing and simplification of the 
received data prior to display on the radar screen. Other systems use analog computers 
for the reception and interpretation of the received data, together with automatic track
ing and gun laying (or missile pointing). Some of the more sophisticated radar systems 
are discussed later in this chapter. 

16-2.4 Pulsed Radar- Systems 
A radar system is generally required to perform one of two tasks: It must either search 
for targets or else track them once they have been acquired. Soi;netimes the same radar 
performs both functions, whereas in other installations separatesadars are used. Within 
each broad group, further subdivisions are possible, depending on the specific applica
tion. The most commop of these

1
will now be described. 

Search radar systems The general discussion of radar so far in this chapter has 
revealed the basic features of search radars, including block diagrams, antenna scan
ning methods aiid display systems. It has been seen that such a radar system must 
acquire a target in a large volume of space, regardless of whether its presence is 
known. To· do this, the radar must be capable of scanning its region rapidly. The 
narrow beam is not the best antenna pattern for this purpose, because scanning a given 
region would take too long. Once the approximate position of a target has been .ob
tained with a broad beam, the information can be passed on to a tracking radar, which 
quickly acquires and then foli.,ws the target. Another solution to the problem consists 
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in using two fan-shaped beams (from a pair of connected cut paraboloids), oriented so 
that one is directional in azimuth and the other in elevation. The two rotate toge_ther, 
using helical scan, so that while one searches in azimuth, the other antenna acts as a 
height finder, anq a large area is covered rapidly. Perhaps the most common applica
tion of this type is the air-traffic-controhadar used at both-military· and civilian air
ports. 

If the area to be scanned is relatively small, a pencil beam and spiral scanning 
can be used to advantage, together with a PP! display unit. Weather avoidance and 
airborne navigation radars are two examples of this type. Marine navigation and ship
to-ship radars are of a similar type, except that here the scan is simply horizontal, with 
a fan-shaped beam. A typical marine radar installation is shown in Figure 16-1 l. 

Early-warning and aircraft surveillance radars are also acquisition radars with a 
limited search region, but they djffer from the other types in that they use UHF wave
lengths to reduce atmospheric and rain-interference. They thus are characterized not 

. only by huge powers, but also by equally large antennas. The antennas are stationary, 
so tliat scanning is achieved by moving-feed or similar methods. 

(a) (b) 

FIGURE 16-11 Marine radar installation. (a) Shipboard antenna arrangement; (b) re
ceiver and display console. (Courtesy of Soc. Selenia, S.P.A., Rome.) 
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Tracking radar systems Once a target has been acquired, it may then be tracked, as 
discussed in the section dealing with antennas and scanning. The most common track
ing methods used purely for tracking are the conical scan and monopµlse systems 
described previously. A system that gives the angular position of a target accurately is 
said to be tracking in angle. If range information is also continuously obtained, track
ing in range (as well as in angle) is said to be taking place, while a tracker that 
continuously monitors the relative target velocity by Doppler shift is said to be tracking 
in Doppler as well. If a radar· is used purely for tracking, then a search radar must be 
present also. Because the two together are obviously rather bulky, they are often 
limited to ground or shipborne use and· are employed for tracking hostile aircraft and 
missiles. They may also be used for fire control, in which case information is fed to a 
computer as well as being displayed. The computer directs the antiaircraft batteries or 
missiles, keeping them pointed not at the target, but at the position in space where the 
target will be intercepted by the dispatched salvo (if all goes well) some seconds later. 

Airborne tracking radars differ from those just described in that there is usually 
not enough space for two radars, so that the one system must perform both functions. 
One of the ways of doing this is to have a radar system, such as the World War II 
SCR,584 radar, capable of being used in the search mode and then switched over to the 
tracking mode, once a target has been acquired. The difficulty, however, is that the 
antenna beam must be a compromise, to ensllre rapid search on ·the one hand and 
accurate tracking on the other. After the switchover to the tracking mode, no further 
targets can be acquired, and the radar is "blind" in all directions except one. 

Track-while-scan (TWS) radar is a partial solution to the problem, especially if 
the area to be searched is not too large, as often happens with airborne interception. 
Here a small region is searched by using spiral scanning and PP! display. A pencil 
beam can be used, since the targets arrive from a general direction that can be pre
dicted. Blips can be marked on the face of the CRT by the operator, and thus the path 
of the target can be reconstructed and even extrapolated, for use in fire control. The 
advantage of this method, apart from its use of only the one radar, is that it can acquire 
some targets while tracking others, thus providing a good deal of information simulta
neously. If this becomes too much for an operator, automatic computer processing can 
be employed, as in the semiautomatic ground environment (SAGE) system used for air 
defense. The disadvantage of the system, as compared with the pure tracking radar, is 
that although search is continuous, tracking is not, so that the accuracy is less than that 
obtained with monopulse or conical scan. 

Tracking of extraterrestrial objects, such as satellites or spacecraft, is another 
specialized form of tracking. Because the position of the target is usually predictable, 
only the trackec is required. The difficulty lies in the small siie and great distance· of 
the targets. This does not necessarily apply to satellites in low orbits up to 600. km, but 
it cerlainly is true of satellites in synchronous orbits (see also Section 8-2.5) 
36,000 km up, and also of space vehicles. Huge transmitting powers', extremely sensi
tive receivers and enormous fully steerable-antennas are required, as may be illustrated 
with the following example. 
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The 64-m-diameter "dishes" at Goldstone, Calif., and near Parkes, N.S.W. 
(the Australian radiotelescope "borrowed" for the occasion) were able to track the 
Apollo missions all the way to the moon;which is at a mean distance of 385,000 km 
away. Yet the transmitted peak pulse power was well under 25 MW; a question thus 
arises as to how they were able to do it. The answer is rather simple and is connected 
with the use of radar transponders, as described in Section 16-2.6. 

In connection with deep-space tracking, it ~hould be mentioned that not all 
radars are monostatic (transmitting and receiving antennas located at the same point), 
although the vast majority of them are. Some radars may for convenience be bistatic, 
with the transmitter and receiver separated by 'quite large distances. The example 
described' may perhaps be the principal use of bistatic radar. 

16-2.S Moving-Target Indication (MTI) · · 
It is possible to remove from the radar display the majority of clutter, that is:Ochoes 
corresponding to stationary targets, showing only the moving targets. This is often 
required, although of course not in such applications as radar used in mapping or 
navigational applications. One of the methods of eliminating clutter is the use of MT!, 
which employs the Doppler effect in its operation. 

Doppler effect The apparent frequency of electromagnetic or sound waves depends 
on the relafrye radial motion of the source and the observer. If source and observer are 
moving a"{ay,from each other, the apparent frequency will decrease, while if they are 
moving toward each other, the apparent frequency will increase. This was postulated in 
1842 by Christian Doppler and put on a firm mathematical basis by Armand Fizeau in 
1848. The Doppler effect is observable for light and is responsible for the so-called red 
shift of the spectral lines from stellar objects moving away from the solar system. It is 
equally noticeable for sound, being the cause of the change in the pitch of a whistle 
from a passing train. It can also be used tff advantage in several forms of radar. 

Consider an observer situated on a platform approaching a fixed source of 
;adiation, with a relative velo.tity +v,. A stationary observer would note/, wave crests 
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( or troughs) per second if the transmitting frequency were J,. Because the observer is -
moving toward the source, that person of course encounters. more than J, crests per 
second. The number observed under these conditions is given by 

Consequently, 

f ' _J,v, 
d-

v, 

where J, + f' d = new observed frequency 
f' d = Doppler frequency difference 

(16-18) 

(16-19) 

Note that the foregoing holds if the relative velocity; v,, is less than about 10 
percent of the velocity of light, v,. If the relative velocity is higher than that (most 
unlikely in practical cases), relativistic effects must be taken into account, and a some

. what more complex formula must be applied. The principle still holds under those 
conditions, and it holds equally well if the observer is stationary and the source is in 
motion. Equation (16-19) was calculated for a positive radial velocity, but if v, is 
negative,!' din Equation (16-19) merely acquires a negative sign. In radar involving a 
moving target, the signal undergoes the Doppler shift when impinging upon the target. 
This target becomes the "source" of the reflected waves, so that we now have a 
moving source and a stationary observer (the radar receiver). The two are still ap
proaching each other, and so the Doppler effect is encountered a second time, and the 
overall effect is thus double. Hence the Doppler frequency for radar is 

, 2ft Vr 
fd=2f d=--

v, 

2v;: (16-20) 
A 

since !,Iv,= 1/,\, where A is the transmitted wavelength. 
The same magnitude of Doppler shift is observed regardless of whether a target 

is moving toward the radar or away from it, with a given velocity. However, it will 
represent an increase in frequency in the former case .and .a reduction in the latter. Note 
also that the Doppler effect is observed only for radial motion, not for tangential 
motion. Thus no Doppler effect will be noticed if a target moves across the field of 
view of a radar. However, a Doppler shift wm be apparent if the target is rotating, and 
the resolution of the radar is sufficient to distinguish its leading edge from its trailing 
edge. One example where this has been employed is the measurement of the rotation of 
the planet Venus (whose rotation cannot be observed by optical telescope because of 
the very dense cloud cover). 

On the basis of this frequency change, it is possible to determine the relative 
velocity of the target, with either pulsed or CW radar, as will be shown. One can also 
distinguish between stationary arid moying targets and eliminate the blips due to sta
tionary targets. This may be done with pulsed radar by using moving-target indication. 
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! 
Fundamentals of MTI Basically, the moving,target indicator system compares a set 
of received echoes with those received during the previous sweep. Those echoes whose 
phase has remained constant are then Cijnceled out. This applies to echoes due to 
stationary objects, but those due to moving targets do show a phase change; they are 
thus not canceled-nor is noise, for obvious reasons. The fac.t that clutter due to 
stationary targets is removed makes it much easier to determine which targets are 
moving and reduces the time taken by an operator to "take in" the display. It also 
allows the detection of moving targets whose echoes are hundreds of times smaller than 
those of nearby stationary targets and which would otherwise have been completely 
masked. MTI can be used with a radar using a power oscillator (magnetron) output, but 
it is easier with one whose output tube is a power amplifier, only the latter will be 
considered here. 

The transmitted frequency in the MT! system of Figure 16-12 is the sum of the 
outputs of two oscillators, produced in mixer 2. The first is the stalo, or stable local 
oscillator (note that a good case can be made for using a varactor chain here). The 
second is the coho, or coherent oscillator, operating a! the same frequency as the 
intermediate frequency and provi.c)ing the coherent signal, which is used as will be 
explained. Mixers.I and 2 are iden!ital, and both use the same local oscillator (the 
stalo); .thus phase relations existing in'their inputs are preserved in their outputs. This 
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· FIGURE 16-12 Block diagram of MTI radar using power amplifier output. 
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makes it possible to use the Doppler shift at the IF, instead.of the less convenient radio 
frequency fo + fc- The output of the IF amplifier and a reference signal from the coho 
are fed to the phase-sensitive detector, a circuit very similar to the phase discriminator. 

The coho is used for the generation of the RF signal, as well as for reference in 
the phase detector, and the mixers do not introduce differing phase shifts. The trans
mitted and reference signals are locked in phase and are said to be coherent; hen.ce the 
name of the coho. Since the output of this detector is phase-sensitive, an output will be 
obtained for all fixed or moving targets. The phase difference between the transmitted 
and received signals will be constant for fixed targets, whereas it will vary for moving 
targets. This variation for moving targets is due to the Doppler frequency shift, which 
is naturally accompanied by a phase shift, but this shift is not constant if the target has 
a radial component of velocity. If the_ Doppler frequency is 2000 Hz and the return 
time for a pulse is 124 µ,s (10 nmi), the phase difference b_etween the transmitted and 
received signals will be some value </> (the same as for stationary target at that point) 
plus 2000/124 = 16.12 complete cycles, or 16.12 x 21T = 101.4 rad. When the next 
pulse is returned from the moving target, the latter will now be closer, perhaps only 
123 µ,s away, giving a phase shift of 101.4. x 123/12• = 100.7 rad. The phase shift is 
definitely not constant for moving targets. The situation is illustrated graphically, for a 
number of successive pulses, Figure 16-13. 

It is seen from Figure 16-13 that those returns of each pulse that correspond to 
stationary targets are identical with each pulse, but those portions corresponding to 
moving targets keep changing in phase. It is thus possible to subtract the output for 
each pulse from the preceding one, by delaying the earlier output by a time equal to the 
pulse interval, or 1/PRF. Since the delay line also·attenuates heavily and since signals 
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FIGURE 16-\3 Operation of MT! radar. (a), (b), (c) Phase detector output for three 
successive pulses; (d) subtractor output. 
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must be of the same amplitude if permanent echoes are to cancel, an amplifier follows 
the delay line. To ensure that this does not introduce a spurious phase shift, an.ampli
fier i~ placed in the undelayed line, which has exactly the same response characteristics 
(but a much lower gain) than amplifier ·1. The· delayed and undelayed signals are 
compared in the subtractor (adder. with .one input polarity reversed), whose output is 

· shown in Figure 16-13d. This can now be rectified and displayed in the usual manner. 

Other analog MTI systems These include area MT/, which involves .. subtracting a 
complete scan from the previous one and displaying only the difference; it is done with 
storage CRTs. Another system is almost identical to the one described but uses a 
pulsed magnetron oscillator instead of an amplifier. A different technique must be · 
employed here to achieve coherence, because. each cycle of the magnetron oscillations , 
begins with a phase quite unrelated to the previous pulsed cycle. Noncoherent MT! is·. 
also sometimes used, deriving the required phase variations by comparing the ryturns 
from stationary and radially moving targets. This method suffers from the disadvantage 
of requiring stationary targets in each scan in addition to the moving target. Note that 
all coherent systems require a fairly high pulse repetition frequency to ensure the return 
of several pulses from each target. This also describes airborne moving-taritet indica
tion (AMTI), in which compensation for the inotion of the radar set is an added 
requirement. 

Delay lines Because of the delay times required, it would be· unthinkable to use 
electromagnetic delay means in MTI. If the PRF is 1000, then .the delay required is 
1 ms, in which time an electromagnetic wave in an air-dielectric line travels 300 km! 
The method adopted to provide the requisite delay in practice is rather similar to that 
used with· mechanical filters. The signal is converted info acoustic vibrations, passed 
through a mechanical resonant circuit and converted into an electrical signal at the 
output end, with a suitable transducer. The most commonly used material for the delay 
line is fused quartz, in which the velocity of sound is 5.44 m/ms. 

Since this is still quite large (though manageable), the line can be folded. This 
consists in having a many-sided prism, in which the acoustic waves are reflected from 
the plane sides. The signal then emerges I µ,s later if the total length.of the folded path 
is 5.44 m. The attenuation in such a line is in excess of 40 dB, and this explains the 
amplifier accompanying the line on the block diagram of Figure 16-12. 

Blind speeds When ·showing how phase shift varies if the target has relative m,otion, a 
fictitious situation, which gave a phase difference of 101.4 - 100.7 = 0.7 rad ·be
tween successive pulses on the target, was described in a previous section. If tbeltarget 
happens to ha,,e a velocity whose radial component results in a phase difference of 
exactly 21r rad between successive pulses, this is the same as having no phase shift at 
all. The target thus appears stationary, and echoes from it are canceled by the MTI 
action. A radial velocity corresponding to this situation is known as a blind 'speed, as 
are any integral multiples of it. It is readily seen that if a target moves a half-wave
length between successive pulses', the change in, ~base shift will be precisely 21r rad. 

I' 

\ 
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We may state that 

(16-21) 

where vb = blind speed 
A = wavelength of transmitted signal 
n = any integer (including O!) 

. ~LEJ6-7 An MTI );ldar operates at 5 GHz, with a pulse repetition frequency 
• Qf 800 pps. Calculate the lowest three blind speeds of this radar. · 

•. ~UTIPN: 
· · ·· 3· o• 
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The fact that blind speeds exist need not be a serious problem and does not 
normally persist beyond a small number of successive pulses. This could be caused by 
a target flying directly toward the radar set at a constant velocity, but it would be sheer 
coincidence, and a far-fetched one at that, for a target to do this accidentally. We do 
live in a world that produces sophisticated electronic countermeasures, and it is not 
beyond the realm of possibility that a target may be flying at a blind speed on purpose. 
A wideband receiver and microprocessor on board the target aircraft or missile could 
analyze the transmitted frequency and PRF and adjust radial velocity accordingly. The 
solution to that problem is to have a variable PRF. That presents· no difficulty, but 
varying the delay in the MT! radar does. It can be done by having two delay lines and 
compensating amplifiers. One of these can be a small delay line, having a delay that is 
10 percent of the main delay. This second line will then be switched in and out on 
alternate pulses, changing the blind speed by 10 percent each time. 

Digital MTI It is possible to replace the delay line and amplifier arrangement of an 
analog MT! system with digital-to-analog conversion of the received signal. After the 
signal has been digitally coded, it can be stored in a computer memory. The echoes 
received from each pulse are now subtracted in the memory from those received from 
the previous pulse, whereupon the difference is converted to analog form and displayed 
as before. With digital MT! (or DMTI), no difficulties arise in varying the PRF. It may 
be varied almost randomly from one pulse to the next. Interestingly enough, the resolu
tion limit in DMTI is governed, in part, by quantizing noise. Just like in pcm, as 
discussed in Chapter 13, analog signals must be quantized before their conversion to 
digital form. 
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16-2.6 Radar Beacons 
A nidar beac<>n is a small radar set consisting of a receiver; a ·separate transmitter and 
an antenna which is often ornnidirectional..When another radar transmits a coded set of 
pulses at the beacon, i.e., interrogates it,.the beacon responds by sending back its 
specific pulse code. The pulses from the beacon, or transponder as it is often called, 
may be at the same frequency as those from the interrogating radar, in which case they 
are received by the main station together with its echo pulses. They may alternatively 
be at a special beacon frequency, in which case a separate receiver is required by the 
interrogating radar. Note that the beacon does not transmit pulses continuously in the 
same way as a search or tracking radar but only responds to the correct interrogation. 

Applicatjons One of the functions of a beacon may be to identify itself. The beacon 
may be installed on a target, such as an aircraft, and will transmit a specific pulse code 
when interrogated. These pulses then appear on the PPI of the interrogating radar and 
inform it of the identity of the target. The system is in use in airport traffic control and 
also for military purposes, where it is called identification, friend or foe (IFF). 

· Another use o(radar beacons is rather similar to that of lighthouses, except that 
radar beacons can operate over much larger distances. An aircraft or ship, having 
interrogated a number of beacons of whose exact locations it may be unaware ( on 
account of being slightly lost), can calculate its position from the coded replies accu
rately and automatically. 

The presence of a beacon on a target increas~s enormously the distance over 
which a target may be tracked. Such active tracking gives much greater range than the 
passive tracking so far described, because the power transmitted by the beacon (modest 
though it normally 1s) is far in excess of the power that this target would have reflected 
had _it not carried a beacon. This is best demonstrated quantita~vely, as in the next 
section,. , 

Beacon range equation Following the reasoning used to derive the general radar 
range equation,_ we may change Equation (16-18) slightly to show that the power 
intercepted by ihe beacon antenna is given by 

· . AprP,rAoB 
PB=~-~= 

I 41Tr2 (16-22) 

whdre all symbols have their previously defined meanings, except that the subscript T 
is now used for quantities pertaining to the transmitter of the main radar, and Bis used 
for the b~acon functions. A08 is the capture area of the b,eacon 's antenna. 

If P min,B is the minimum power receivable by the beacon, the maximum range 
for the interrogation link will- be 

~
AprP,rAoB 

r -max,/ -
4 

p 
1r min,8 

(16-23) 

Substituting into Equation (16-22) for the power gain of the transmitter antenna 
from··Equation (16-1 i), .and for the minimum power receivable by the b~acon from ··:/ 



/I 

-, 
RADAR SYSTEMS 633 

' Equatio11·(16-15), and then canceling, we obtaifl the finalifotm of the maximum range 
for the interrogation link. This is ' · 

. · f AorP,rAos 
rm,x./ = 'J ).2kTol3f(Fs - I) 

. (16-24) 

· -It. has~IJeen assumed in Equation (16-24) that the bandwidth and anteµna tem
perature of the beacon are the same as tpose of the main radar. By an almost identical 

. process of reasoning, the maximum range for the reply link-is 

f AosP,sAor 
rm,x,R =. 'J A2kTol3f(Fr - I) 

To calculate the maximum (theoretical) range for .active tracking; both Equa
tions (16-~4) ana (16~25)_ are solved, and the lower of the two

1
~aliiesdbtained is used. 

It 1s now possible to solve the puzzle of the radar trackmg of the Apollo _moon_ 
missions, with the,aid of an example based on Example 16-6 

~;:~·;;~c,;,;~~l,,,\l~~i~it1f.0:'~ .. . , , 
l ".. : f~'.tii;;.;1Jlojsc>Ji~~~p1:m,daS-kHzt;/@,dJjl;~i/( . ~aroo·anienna'; 
Ll"--·-···· t:ifl rif·;itt\Jise·,r. ·" ',:is'::l@\IB:ai:id"it5tr8Dsmits\'1 ··· · ·r:'"'ijf'· ·- ·-:wefof'S<r-w:~ 
0ifi\l'tJith'red··'ea~---~ ·- ··as·· '''dw''ti,f ·l1lliosivie11'as.~1 t:,;,._,~~!) _ e. UC .. . ""· S»)l ___ g_pq\\(er, ,C.(?qlm- _.}__ .. ,- , . ,.,·- -.·. _ ._. '--:-~~-,. 

!l!il~~li1!,1Jiift'.t\:!~itf ~~·0:c. . }]\ 
0~#.},,¢aiculations~v¥J~t the !3cdB)ig(sl: fig rece1:,;e,r!S'i 
~iiia!~J<>"a;~i!i of20,i~f.; · iyilig 49 c;.o:.65)rA2/J\ ~i f~,~ 

stern '01JM0:{, .,,.,'jh· ~-{ 
:,;~~~~j 

.;;; .,:j 
Fi 

The reshits of Example 16-8 Ihould he,-taken wi)lr a.grain .of salt, because 
I • • ' 

system losses, clutter and other vagarie~ of nature can reduce.this ~ge by as much as 
tenfold. To compensate for this, the rar{ge could be tripled if_the diiuneterof_the bea~' 
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antenna is also. tripled. A fold-out, metallized umbrella spacecraft antenna with a 3-m 
(IO-ft) diameter is certainly feasible. Again, the 13-dB noise figure for the beacon 
receiver is conservative, and reducing it to IO dB (still fairly conservative) would 
further increase the range. A slower PRF and less insistence on pulses with steep sides 
would permit a tenfold bandwidth reduction and a similar pulse power increase from 
the beacon. A total range for the reply link could comfortably exceed 1000 million km, 
even allowing for the degradations mentioned above. That distance puts within range 
all the planets up to and including Saturn. 

OTHER RADAR SYSTEMS 

A number of radar systems are sufficiently unlike those treated so far to be dealt with 
separately. They include first of all CW radar which makes extensive use of the 
Doppler effect for target speed measurements. Another type of CW radar is frequency
modulated to provide range as well as velocity. Finally, phased array and planar array 
radars will be discussed in this "separate" category. Here, the transmitted (and receiv
ing) beam is steered not by moving an antenna but by changing the phase relationship 
in the feeds for a vast array of small individual antennas. These systems will now be 
described in tum. 

16-3.1 CW Doppler R_adar 
A simple Doppler radar, such as the one shown in Figure 16-14, sends out continuous 
sine waves rather than pulses. It uses the Doppler effect to detect the frequency change 
caused by a moving target and displays this as a relative velocity. 

! ,I!l~J6-9 With a (OW) transl)lit frequency of 5 GHz;.~-~~.·.·, 
frequ~cy seen by a stationary radar when the · target radial velooi!Y is 100 litn/b ' 
'(62•·5·· ,nh) ·· · · ·· . . · ' . . ·,. • i !- • 

. • My,.('. . . . . . . <:>;::\.·',. / •. 

SOLllTION 
l,leforeusing Equation (16-20), it is necessary to calculate the wavelength, and ll)si,·· 

the W,get ~peed in me~rs per second. · 

.·, .. 3-;;:-j_o• 
.. .1:,= 5 Xc,10' . 0.06 m 

· ., la&,x 103 

jj,1-"!i;; (j()x 60 27,8 mis 

:Y•·\J.C2v, ::: 2 'x 27c8 . · .,, ., ..z,.,, '.\. ,.. (j 06 927 Hz . . .•.. :",;\; 

;;~~:~~~~~~r~~~~: :-ur.;~!t}~~J 
Since transmission here is continuous, the circulator of Figure 16-14 is used to 

provide isolation between the transmitter and the receiver. Since transmission is con
tinuous, it would be pointless to use a duplexer. The isolation of a typical circulator is 
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of the orderof 30 dB, so that some of the transmitted signal leaks into the receiver. The 
signal can be mixed in the detector with returns from the target, and the difference is 
the Doppler frequency. Being generally in the audio range in most Doppler applica
tions, the detector output can be amplified with an audio amplifier before being applied 
to a frequency counter. The counter is a normal One, except that its output is shown as 
kilometers or miles per hour, rather than the actual frequency in hertz. The main 
disadvantage of a system as simple as this is its lack of sensitivity. The type of diode 
detector that is used to accommodate the high incoming frequency is not a very good 
device at the audio output frequency, because of the modulation noise which it exhibits 
at low frequencies (see Section 2-2.4). The receiver whose block diagram is shown in 
Figure 16-15 is an improvement in that regard. 

A small portion of the transmitter output is mixed with the output at a local 
oscillator, and the sum is fed to the receiver mixer. This also receives the Doppler
shifted signal from its antenna and produces an output difference frequency that is 
typically 30 MHz, plus or minus the Doppler frequency. The output of this mixer is 

Transmitting 
antenna 

r, cw 
transmitter · 
oscillator 

r, 

Transmitter 
mixer 

fr+~ 

fr±fd Receiver 
mixer 

Receiving 0-±fd 
antenna 
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IF 
amplifier Detector 
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amplifier 

fd 

Out to frequency 
counter and indicator 

FIGURE 16-15 CW Doppler radar with IF amplification. · 
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amplified and demodulated again, and the signal from the second detector is just the 
Doppler frequency. Its sign is lost; so that it is not possible to tell whether the target is 
approaching or receding. The overall recejver system is rather similar to ihe superhet
erodyne. Extra sensitivity is provided by the lowered noise, because the output of the . 
diode mixer is now in the vicinity of 30 MHz, at which FM noise has disappeared. 

Separate receiving and transmitting antennas have been shown, although this 
arrangement is not compulsory: A circulator could be used, as in the simpler set of 
Figure 16-14. Separate antennas are used to increase the isolation between the trans
mitter and receiver sections of the radar, especially since there is no longer any need 
for a small portion of the transmitteroutput to leak into the receiver mixer, as there was 

, in the simpler set. To the contrary, such leakage is highly undesirable, because it 
brings with it the hum and noise from the transmitter and thus degrades the receiver 
performance. The problem of isolation is the main determining factor, rather than any 
other single consideration in the limiting of the transmitter output power. As a conse
quence, the CW power from such a radar seldom e~ceeds 100 W and is often very 
much less. Gunn or IMPATT diodes or, for the highest,powers, CW magnetrons are 
used as.power oscillators in the transmitter. They operate at much the same frequencies 
as in pulsed radar. 

Advantages, applications and limitations CW Doppler radar is capable of gi~ing 
accurate measurements of relative velocities, using low transmitting powers, simple 
circuitry, low power consumption and equipment whose size is much smaller than that 
of comparable pulsed equipment. It is unaffected by the presence of stationary targets, 
which it disregards in much the same manner as MTI pulsed radar (it also has blind 
speeds, for the same reason as MTI). It can operate (theoretically) down to zero range 
because, unlike in the pulsed system, the receiver is. ON at all times. It is also capable of 
measuring a large range of target speeds quickly and accurately. With some additional 
circuitry. CW radar can even measure the direction of the target, in addition to its 
speed. 

Before the reader begins to wonder why pulsed radar is still used in the majority 
of equipment, it must be pointed out that CW Doppler radar has some disadvantages 
also. In the first place, it is limited in the maximum power it transmits, and this 
naturally places a limit on its maximum range. Second, it is rather easily confused by 
the presence of a large number of targets (although it is capable of dealing with more 
than one if special filters are included). Finally (and this is its greatest drawback), 
Doppler radar is incapable of indicating the range of the target. It can only show its 
velocity, because the transmitted signal is unmodulated. The receiver cannot sense 
which particular cycle of oscillations is being received at the moment, and therefore 
cannot tell how long ago this particular cycle was transmitted, so that range cannot be 
measured. 

As a result of its characteristics and despite its limitations, the CW Doppler 
radar system has quite a number of applications. One of these is in aircraft navigation 
for speed measurement. Another application is in a rate-of-climb meter for vertical
takeoff planes, such as the "Harrier," which in 1969 became the first jet ever to land 
on Manhattan Island, in New York City. Finally, perhaps its most commonly encoun
tered application is in the radar speed meters used by police.· 

, 
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FIGURE 16-16 Block diagram of simple FM CW radar altimeter. 

16-3.2 Frequency-Modulated CW Radar 
The greatest limitation of Doppler radar, i.e., its inability to measure range, may be 
overcome if the transmitted carrier is frequency-modulated. If this is done, it should be 
possible to eliminate the main difficulty with CW radar in this respect, namely, its 
inability to distinguish one cycle from another. Using FM will ,require an increase in 
the bandwidth of the system, and once again it is seen that a bandwidth increase in a 
system is required if more information is to be conveyed (in this case, information with 
regard io range). 

Figure 16-16 shows the block diagram of a common application of the FM CW 
radar system, the airborne· altimeter. Sawtooth frequency modulation is used for sim
plicity, although in theory any ·modulating waveform might be adequate. If the target 
(in this case, the Earth) is stationary with respect to the plane, a frequency difference 
proportional to the height ofth_e plane will exist between the received and the transmit
ted signals. It is due to the fact that the signal now being received was sent at a time 
when the instantaneous frequency was different. If the rate of change of frequency with 
time due to the FM process is known, the time difference between the sent and received 
signals may be readily calculated, as can the height of the aircraft. The output of the 
mixer in Figure 16-16, which produces the frequency difference, can be amplified, fed 
to a frequency counter and then to an indicator whose output is calibrated in meters or 
feet. 
. If the relative velocity of the radar and the target is not zero, another frequency 
clifference, or beat, will superimpose itself on top of the frequency difference just 
discussed, because of the Doppler frequency shift:· However, the average frequency 
difference will be constant and due to the time difference between the sending and 
return of a particular cycle of the signal. Thus correct height measurements can still be 
made on the basis of the average frequency difference, The beat superimposed on this 
difference can now be used, as with ordinary Doppler radar, to measure the velocity of 
(in this case) the aircraft, when due allowance has been made for the slant range. 

The altimeter is a major application of FM CW radar. It is us,d in preference to 
pulsed radar because of the short ranges (i.e., heights) involved, since CW radar has no 
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limit on the minimum range, whereas pulsed radar does have such a limit. Fairly 
simple low-power equipment can be used, as with CW Dgppler radar. Because of the 
size and proximity of the Earth, small antennas can also be used, reducing the bulk of 
the equipment even further. A typical altimeter operates in the C band, uses a transmit
ter power typically from I to 2 W, easily obtained from an IMPATT or a Gunn diode, 
and has a range of up to 10,000 m or more, with a corresponding acct1racy of about 5 
percent. 

16-3 .3 Phased Array Radars 

Introduction With some notable exceptions, the vast majority of radars have to cover 
an area in searching and/or tracking, rather than always being pointed in the same 
direction. This implies that the antenna will have to move, although it was seen in 
Section 16-2.2 that some limited beam movement can be produced by multiple feeds or 
by a moving feed antenna. As long as antenna motion is involved in moving the beam, 
limitations caused by inertia will always exist. A limit on the maximum scanning speed 
will be imposed by antenna mechanics. 

The problem encountered with a single antenna of fixed shape is that the shape 
of the beam it produces is also constant, unless some rather complex modifications are 
introduced. There is the difficulty caused by the fact that a single antenna can point in 
only one direction at a time, therefore sending out only one beam at a time. This makes 
it rather difficult to track a large number of targets simultaneously and accurately. A 
similar difficulty is encountered when trying to track some targets while acquiring 
others. Such problems could be overcome, and a very significant improvement in 
versatility would result, if a moving beam could be produced by a stationary antenna. 
Although this cannot be done readily with a si.ngle antenna, it can be dune wilh an array 
consisting ·of a large number of individual radiators. Beam steering can be achieved by 
the introduction of variable phase differences in the individual antenna feeders, and 
electronic variation of the phase shifts. 

Possibilities It was shown in Section 9-6'. l that a collinear dipole array can have 
either broadside or end-fire action. It will be recalled that the direction of the beam will 
be at right angles to the plane of the array if all the dipoles are fed in phase, whereas 
feeding them with a progressive phase difference results in a beam that is in the plane 
of the array, along the line joining the dipole centers. It will thus be appreciated that if 
the phase differences between the dipole feeds are varied between these two extremes, 
the direction of the beam will also change accordingly. Extending this principle one 
step further, it can be appreciated that a plane dipole array, with variable phase shift to 
the feeders, will permit moving the direction of the radiated beam in a plane rather than 
a line. Nor do the individual radiators have to be dipoles. Slots in waveguides and other 
arrangements of small omnidirectional antennas will do as well. .[t is possible to ar
range four such antenna arrays, obtaining a full hemispherical coverage. 

Each plane array would, for hemispherical coverage, point 45° upward. The 
beam issuing from each face would have to move ±45° in elevatioµ and ±45° in 
azimuth in orde"r to cover its quadrant. In practical systems, vast numbers of individual 
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radiators are involved. One tactical radar has, in fact, 4096 (2 12) radiating slots per 
face. 

Types There are broadly two different types of phased arrays possible. In the first, 
one high-power tube feeds the whole array; the array is split into a small number of 
subarrays, and a separate tube feeds each of these. The feeding is done through high
level power dividers (hybrids) and high-power phase shifters. The phase shifters are 
often ferrite. Indeed, most of the advances in ferrite technology in the 1960s were 
spin-offs from phased array military contracts. It will be recalled that the phase shift 
introduced by a suitable piece of ·ferrite depends on the magnetic field to which the 
ferrite is subjected; this was shown in Section 10-5.2. By adjusting this magnetic field, 
a full 360° phase change is possible. 

Digital phase shifters are also available, using PIN diodes in distributed cir
cuits. A particular section will give a phase shift that has either of two values, depend
ing on whether the diode is ON or OFF .. A typical "4-bit" digital phase shifter may 
consist of four PIN phase shifters in series. The first will produce a shift of either O or 
22V2°, depending on the diode bias. The second offers the alternatives of O or 45°, the 
third O or 90° and the fourth O or 180°. By using various combinations, a phase shift 
anywhere between O and 360° (in 22V2° steps) may be provided. The ferrite phase 
shifters have the advantages of continuous phase shift variation and the ability to 
handle higher powers. PIN diode phase shifters, although they cannot handle quite 
such high powers, are able to provide much faster variations in phase shift and there
fore beam movement. As a good guide, the phase variations that take a few millisec
onds with ferrite shifters (Figure 16-17) can be accomplished in the same number of 
microseconds with digital shifters. . 

A second broad type of phased array radar uses many RF generators, each of 
which drives a single radiating clement or bank of radiating elements. Semiconductor 
diode generators are normally used, with phase relationships closely controlled by 
means of phase shifters. The use of YIG and microwave integrated circuit (MIC) phase 
shifters has enhanced several aspects of the phased array radar. The YIG phase shifter, 
when coupled with irises for matching purposes, results in a radiating element which is 
compact, easy to assemble and relatively inexpensi.ve. The MIC phase shifter greatly 
reduces the size of arrays, since it is itself small and integrated into the radiating 
element. 

These multigenerator arrays provide wide-angle scanning over an appreciable 
frequency range. Scanning may be accomplished through a combination of mechanical 
and electronic means, or through electrrinic means alone. The array shown in Figure 
16-18 employs RF generators to drive each horizontal bank of radiators. Elevation 
scanning can therefore be accomplished electronically, although horizontal scanning 
uses traditional mechanical techniques. The array shown in Figure 16-19 provides one 
generator for each radiating element, and· this makes electronic scanning for both 
horizontal and vertical planes possible, although the cost for this type of array is of 
course significantly higher. The number of phaser/generator elements increases from 
70 for a typical array of the first type to 4900 for an array of the. second type. 

Arrays using multiple semiconductor diode generators have several advantages. 
The generators operate at much lower power levels and are therefore cheaper and more 
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FIGURE 16-17 Two 32-element array modules,_ including radiation, phase shifters, RF 
power divider, and bias harnesses. The unit on the left is an MIC phase shifter; on the right 
is a ferrite phase shifter. (Courtesy of RCA.) 
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Dipoles 
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FIGURE 16-19 A phased array antenna that provides for both aziinuth and elevation 
scanning. A separate phase shifter feeds each radiating element. (RCA Engineer, courtesy of 

RCA.) 

reliable. With so many independent RF generators, any failures that occur will be 
individual rather than total, ancl their effect will thus be merely a gradual deterioration, 
not a catastrophic failure. The disadvantages of the second system include the high cost 
of so many Gunn or IMPATT or even TRAPATT oscillators. The lower available 
powers at higher frequencies are yet another problem; even 4096 oscillators producing 
100-W pulses each give out only a little over 400 kW, much less than a medium-large 
tube. The power dissipation is more of a problem than with tubes, since efficiencies of 
diode RF generators are noticeably lower. 

Practicalities In a sense, phased array radars have been the "glamour" systems, in 
terms of development money spent and space devoted in learned journals. Certainly, 
there is no doubt that they can work and currently do so in quite ·a number of establish
ments. They can be astonishingly versatile. For example, the one array can rapidly 
locate targets by sending out two fan-shaped beams simultaneously. One is vertical and 
moves horizontally, while the other is horizontal and moves vertically. Once a target 
has been located, it can then be tracked with a narrow beam, while other wide beams 
meanwhile acquire more targets. The phased array radar utilizing electronic techniques 
benefits· from inertialess scanning. Since the beam can be redirected and reconfigured 
in microseconds, one array can be programmed to direct pulses to various locations in 
rapid succession. The result is that the array can simultaneously undertake acquisition 
and tracking operations for multiple targets. The possibilities are almost endless. 

Because phased array radars have to perform complex tasks, they must them
selves also be complex. This makes them atrociously expensive. One authority quotes 
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a typical cost of$ I million for just the phase shifters and their drivers in one system. 
That still leaves the computer control, RF sources, power dividers and the arrays 
themselves, as well as the costs of testing and installation. A signific;mt cost reduction 
could be achieved by mass production, if demand for phased array radars increases. It 
is to· be hoped that this situation does not develop into a vicious circle. 

Related technology Signal processing is one aspect of radar technology which has 
resulted in a significant improvement in.radar capabilities. Signal processing systems 
currently in use with radar systems depend heavily on computer and microchip technol
ogy. These systems perform the functions of analyzing, evaluating and displaying 
radar data, as well as controlling the subsequent pulse emissions. 

Signal processing used with radar systems includes filtering operations of the 
full bandwidth signal to separate signal waveforms from noise and interfering back
ground signals. This accommodation to the electromagnetic environment in which the 
radar system operates is further enhanced by the ability to utilize computer algorithms 
to alter pulse frequency and other characteristics, in response to the transmissions of 
other systems. By varying the transmitted signals, it is possible for the system to attain 
significant immunity from interference (from other signals). Computer evaluation and 
control prevent interference to the system since the interfering signal cannot track the 
frequency changes and the subpulses generated by the system at the direction of the 
signal-processing computer. Usable images can be obtained even in adverse or very 
active electromagnetic environments. This enhancement of the radar system capability 

. is of particular value to military and other systems which must operate in close proxim
ity to other radars. The improvement of displays resulting from the use of computer 
recognition of moving targets Within ground clutt<:!r was discussed in broad terms in 
Section 16-2.5. With sophisticated computer systems available to the radar, additional 
display manipulations and improvements can be achieved. 

Radar systems benefit from large scale integration in the same way as other 
electronic fields. As a "signal processor on a chip" becomes a reality, the cost, 
complexity and size of even a complex radar system will decrease. Digital simulation 
of analog filters and other devices will also contribute to reduction of system costs. 
Because real-time radar signal processing needs to execute instructions rates exceeding 
2 X 107 operations per second, the current digital switching speed has become a limit
ing factor. As digital technology improves in speed, signal processing will become 
even more important for_radar systems. 

16-3.4 Planar Array Radars 
The planar array. radar uses a high-gain planar array antenna. A fixed delay is estab
lished between horizontal arrays in the elevation plane. As the frequency is changed, 
the phase front across the aperture tends to tilt, with the result that the beam is moved 
in elevation. 

Figure 16;20 shows a planar antenna array to which a burst of five subpulses, 
each at a different frequency, is applied. The differing frequencies cause each succes-



RADAR SYSTEMS 643 

5.5° Elevation coverage 

:Etfl 
t 

65 or 37.5 µs 

Transmitter 

Fl F2 F3 F4 F5 

Five subpulses each at a different frequency 

FIGURE 16-20 Frequency scanning as used by planar array radar causes radar beams to· 
be elevated slightly above one another. 

sive beam to be elevated slightly more than the previous beams. A 27.5° elevation is 
scanned by the radar illustrated in Figure 16-21 with five of the five beam groups used. 
The planar array system has several advantages in that each beam group has full 
transmitter peak power, full antenna gain and full antenna sidelobe performance. The 
use of frequency changes provides economical, simple and reliable inertialess eleva
tion scanning. 

27~5° Elevation 

FIGURE 16-21 Planar array radar showing five separate groups of fine beams which 
permit scanning of 27 .5° of elevation. 
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MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

1. If the peak transmitted power in a radar sys
tem is increased by a factor of 16, the maxi
mum range will be increased by a factor of 
a. 2 
b. 4 
c. 8 
d. 16 

2. If the antenna diameter in a radar system is 
increased by a factor of 4, the maximum 
range will be increased by a factor of 
a. V2 
b. 2 
c. 4 
d. 8 

6. A high PRF will (indicate the false state
ment) 
a_ make the returned echoes easier to dis

tinguish from noise 
b. make target tracking easier with conical 

scanning 
c. " increase the maximum range_ 
d. have no effect on the range resolution 

7. The IF bandwidth of a radar receiver is in
versely proportional to the 
a_ pulse width 

·b- pulse rePftition frequency 
c. pulse interval 
d. square root of the peak transmitted 

3. If the ratio of the antenna diameter to the power 
·wavelength in a radar system is high, this 8. If a return echo arrives after the allocated 
will re&ult in (indicate the false statement) pulse interval, 
a. large maximum range . a. it will interfere with the operation of the 
b. good target discrimination transmitter 
c. difficult target acquisition b. the receiver might be overloaded 
d. increased capture area c. it will not be received 

4. The radar cross section of a target (indicate d. the target will appear closer than it really 
the false statement) , is 
a. depends on the ~requency used 9. After a target has been acquired, the best 
b., may be reduced liy special coating of the scanning system for tracking is 

target a. nodding 
c. depends on the aspect of a target, if this b. spiral 

is nonspherical c. conical 
d. is equal to the actual cross-sectional area d. helical 

for small targets 10. If the target cross section is changing, the 
5 . . Flat-topped reciangular pulses must be best system for accurate tracking is 

transmitted in radar to (indicate the false a. lobe switching 
statement) b. sequential lobing 
a. allow a good minimum range · c. conical scanning 
b. make the returned echoes easier to dis- d. monopulse 

tinguish from noise , 11. The biggest disadvantage of CW Doppler 
c. prevent frequency,changes in the mag- , · ,11 ', • radar is that 

netron / , . . ' ' a. it d6es not give the target velocity 
~; . allow accurate r~ge merup1r~r/ients b, ff does nqt give the target range 

'., / i I , 
1 

I . 

.,, '. I'· 



.c. a transponder is required at the target 
d. it does not give the target position 

12. The-A scope displays 
a. the target position and range 
b. the target range, but not position 
c. the target position, but not range 
d. neither range nor position, b~t only ve

locity 
13. The Doppler effect is used in (indicate the 

false statement) 
a. moving-target plotting on the PP! 
b. the MT! system 
c. FM radar 
d. CW radar 

14. The coho in MT! radar operates at the 
a. intermediate frequency 
b. transmitted frequency 
c. received frequency 
d. pulse repetition frequency 

15. The function of the quartz delay line in an 
MT! radar is to 
a. help in subtracting a complete scan from 

the previous scan 
b. match the phase of the coho and the stalo 
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c. match the phase of the coho and the out
put oscillator 

d. delay a sweep so that the next sweep can 
be subtracted from it 

16. A solution to the "blind speed" problem is 
a. to change the Doppler frequency 
b. to vary the PRF 
c. to pse monopulse 
d. to use MT! 

17. Indicate which one of the following applica
tions or advantages of radar beacons is 

/' 
false: . · 
a. Target identification 
b': Navigation 
c. Very significant extension of the maxi

mum range 
d. More accurate tracking of enemy targets 

18. Compared with other types of radar, phased 
array radar has the following advantages 
(indicate the false statement) 
a. very fast scanning 
b. ability to track and scan simultaneously 
c. circuit simplicity 
d. ability to track many targets simultane

ously 

REVIEW PROBLEMS 
1. A radar is to have a maximum range of 60 km. What is the maximum allowable pulse 
repetition frequency for unambiguous reception? 
2. An L-band radar operating at 1.25 GHz uses a peak pulse power of 3 MW and must 
have a range of 100 nmi (185.2 km) for objects whose radar cross section is l m2

• If the 
minimum receivable power of the receiver is 2 X 10- 13 W, what is the smallest diameter 
the antenna reflector ·could have, assuming it to be a full paraboloid with k = 0.65? 

3. The noise figure of a radar receiver is 12 dB, and its bandwidth is 2.5 MHz. What is 
the value of P min for this radar? 
4. The AN/FPS-16 guided-missile tracking radar operates at 5 GHz, with a I-MW peak 
power output. If the antenna diameter is 3.66 m (12 ft), and the receiver has a bandwidth 
of-1.6 MHz and an I I-dB noise figure, what.is its maximum detection range for l-m2 

targets? 
5. A radar transmitter has a peak pulse power of 400 kW, a PRF of 1500 pps and a pulse 
width of 0.8 µs. f Calculate (a) the maximum unambiguous range, (h) the duty cydc, 
(c) the average tra~smitted power (d) a suitable bandwidth. 
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6. An 8-GHz police radar measures a Doppler frequency of 1788 Hz, from a car ap
proaching the stationary police vehicle, in an 80-km/h (50-mph) speed limit zone. What 
should the police officer do? 
7. An MT! radar operates at 10 GHz with a PRF of 3000 pps. Calculate its lowest blind 
speed. 
8. Repeat Prob. 16-7 for a frequency of 3 GHz and a PRF of 500 pps. 

REVIEW QUESTIONS 
I. Draw the block diagram of a basic radar set, and explain the essentials of its opera

tion. 

2. What are the basic functions of radar? In indicating the position of a target, what is 
the difference between azimuth and elevation? 

3. What is the difference between the pulse interval and the PRF? What are the factors 
that govern the selection of the PRF for a particular radar? 

4. What are some of the ways of jamming, or confusing, enemy radar? 
S. Derive the basic radar range equation, as governed by the minimum receivable echo 

power Pmin· 

6, Describe briefly some of the factors governing the relation between the radar cross 
section of a target and its" true cross section. ..., 

7. Draw a functional block diagram of a pulsed radar set, and describe the_ function of 
each block. 

8. Describe the operation of a line-pulsing radar modulator. Why is a line never used? _____.---, 
What is used instead? What are the advantages of this modulator? What is its most 
significant drawback? 

9. What are the factors influencing the bandwidth of a radar receiver? What are the 
advantages and disadvantages of a very large bandwidth? 

IO. By what factors is the pulse repetition frequency governed? What is meant by ambig
uous reception? Give a numerical example of this. 
II. With diagrams, describe \he motion of the antenna beam in some of the more com
mon antenna scanning patterns.-

12, Describe the methpd of lobe switching, as used to track a target after it has been 
acquired. In what way is lobe switching· an improvement over merely pointing an antenna , 
accurately at the tacget? 

13. Describe, with the aid of a sketch, the conical scanning method of tracking an 
acqu\red target. How iS this an improvement over lobe switching? 
14. With the aid of a sketch, describe the equipment and technique used in the monopulse 
method of target tracking. 
15. Describe the functions of the more important controls that-may be provided with an A 
scope radar display. 

16. With the aid of a sketch showing a typical display. explain fully the PP! radar indica
tor. Why is this method called intensity modulation? 
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17. Describe .the essential characteristics, functions and major applications of search 
radar systems. 

18. How does track-while-scan radar operate? .In what ways is it a compromise? 

19 .. What is the Doppler effect? What are some of the ways in which it manifests itself? 
What are its radar applications? 

20. With the aid of a block diagram, explain fully the operation of an MT! system using a 
power amplifier in the transmitter. 

21. What does an MT! radar actually do? Give instances .. of situations where it is indis
pensable. Give at least one instance of a radar application for which MT! cannot be used. 

22. Describe briefly the various analog MT! systems. 

23. Explain what is meant by the term blind speed in MT! radar. Under what conditions 
could this be an embarrassment? What is a method of overcoming the problems of blind 
speed 'in analog radars? 

24. What is the major problem with analog MT! systems? How can digital MT! overcome 
it? 

25. Why are very much greater ranges possible with active radar tracking than with 
passive tracking? Derive the equation for the ·maximum range for the reply line when a 
radar .beacon is present on a target. 

26. Draw the block diagram and explain the operation of a CW Doppler radar using an 
intermediate frequency in the receiver. How have the d_rawbacks of the basic CW radar 
been overcome? · 
27 .' With the aid of a block diagram explain the operation of an FM. CW radar altimeter. 

·2s. List the major·difficulties occasioned by the use of nioving radar antennas. How.can 
phased arrays overcome these difficulties? 

29. Describe briefly the two different types of phased array radars, and compare their 
relative merit. 
30. List some of the functions that phased array radars could perform with ease, but 
which moving-antenna radars could perform with difficulty, or not at all. On the other 
hand, w.hat are the main problems with phased ai:ray radars? 



Television Fundamentals 
Everyone has seen the front of a television 
receiver. It is important for students of com
munications to look at the inside. of a televi
sion set and the television system as a whole. 
This chapter deals with television fundamen
tals-a wide-ranging and extensive topic. 
Specialized books are devoted to television 
exclusively. Basic Television and Video Sys
tems, by Bernard Grob, also published by 
Glencoe, is a recommended reference. It con
centrates on reception and on the American 
system rather than on other systems. 

This chapter begins with a brief over
view of the requirements and standards of a 
quality television system: Students will learn 
about line, frames, fields, and interlaced 
scanning. Speeds and means of transmitting 
the picture and the sound information in the 
television.system will also be described in this 
chapter. 

The elements of monochrome trans
mission are discussed_ next, beginning with 
the fundamentals, which include a block dia
gram of a monochrome transmitter. Scan
ning is then covered, and finally we look at 
all the various pulses that must be transmit
ted and the reasons for their existence, char
acteristics, and repetition rateS'. 

The next section deals with black-and
·. white TV reception in detail, again beginning 
'· with a typical block diagram. Students will 

find that this is a rather large and compli-
' cated block diagram, and yet there are a 

number of blocks 'and functions with which 
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they are already familiar. It will also be seen 
that TV receivers are invariably superhetero
dyne in design and function. 

After familiar circuits (but in a new 
context) have been discussed, . we begin the 
study of circuits specific to television receiv
ers. The first of these are sync separation cir
cuits, in which the synchronizing information 
transmitted along with video information is 
extracted and correctly apP.lled to other por
tions of receiver circuitry. The vertical deflec
tion circuits· come next. They generate and 
supply to the picture tube the waveforms 
which are needed to make the electron beam 
move vertically up and down the tube as re
quired. The horizontal circuits follow-their 
function is similar, but in. the horizontal 
plane. It is here that the very high voltage for 
the anode of the picture tube, is generated 
along with some of the lowerivoltages. 

Having dealt with monochrome televi
sion, the chapter now takes a look at its color 
counterpart. For this purpose, it will be as
sumed that students are already familiar with 
color and realize that it is not necessary to 
transmit every color of the rainbow to obtain 
a satisfactory reproduction in the receiver. 
Three fundamental colors are transmitted, 
and in the receiver all others are recon
structed from them. We shall be looking at 
what a TV system must transmit and receive, 
in addition to monochrome infonµation, in 
order to reproduce correct colors in the re
ceiver. 
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OBJECTIVES 

Upon completing the material in Chapter 17, the student will be able to: 

Understand the basic TV system. 

Draw a block diagram of a monochrome receive;; 

Explain the operation of the horizontal and vertlc·al scanning process. 

Name the h()rizontal deflection waveform and explain its function. 

Describe the"basic process for transmitting color information. 
••!'< 

Identify the. component parts of a color TV picture tube. 

REQUIREMENTS AND STANDARDS 

The main body of this chapter deals with the trnnsmission and reception of television 
signals. However, before concentrating on that, it is nec~ssary to look at what infoima
tion must be transmitted in, a TV system and how it can be transmitted. The work 
involves an examination of the most important television stand~rds and their reasons 
for existence. 

17-1.1 Introduction to Television 
Television means _see;ing at a distan_ce. To be successful, a television system may be 
required to reproduce faithfully: .. 

1. The shape of each object, or structural content 
2. The relative brightness of each object, or tonal content 
3. Motion, or kinematic content 
4. Sound 
5. Color, or chromatic content 
6. Perspective, or stereoscopic eontent 

If only the structural content of each object in a scene were shown, we ·would 
have truly black-and-white TV (without any shades of gray). If tonal content were 
added, we would have black-and-white still pictures. With items 3 and 4 we would 
have, respectively, "movies" a.nd "talkies." The last two items are not essential, 
although most people consider color TV desirable, and.the next generation will proba
bly include item 6. 

The human eye contains many millions. of photosensitive elements, in the shape 
of rods and cones, which are connected to the brain by some 800,000 nerve fibers (i.e., 
channels). A similar process by the camera tube is used at the transmitting station and 
the picture tube in the TV receiver. Some ISQ,000 effective elements are displayed in 
each scene. The use of that number of channels is out of the question .. A single channel 
is used instead, each element being scanned in succession, to convey the total informa-

1 
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tion in the scene. This is done at such a high rate that the eye sees the whole scene, 
without being aware of the scanning motion. A single static picture results. 

The problem of showing motion was solved long ago in the motion picture 
industry. A succession of pictures is shown, each with the scene slightly altered from 
the previous one. The eye is fooled into seeing continuous motion through the property 
known as the persistence of vision. There are 30 pictures (or "frames," as they are 
called) per second in the U.S. television system. The number-of frames is related to the 
60-Hz frequency of the ac voltage system and is above the minimum required ( about 18 
frames per second) to make the eye believe that it sees\continuous motion. Commercial 
films are run at 24 frames per second; while the perception of smooth motion still 
results, the flicker due to the light cutoff between frames would be obvious and dis
tracting. In motion pictures, this is circumvented by passing the shutter across the lens 
a second time, while the frame is still being screened, so that a light cutoff occurs 48 
times per second. This is too fast for the eye to notice th,; flicker. The same effect could 
be obtained by running film at 48 frames per second,_ but this would result in all films 
being twice as long as they need be (to indicate smooth motion). 

To explain how flicker is avoided in TV, it is first necessary to look. at the 
scanning- process in a little detail. The moving electron beam is subjected to two 
motions simultaneously. One is fast and horizontal, and the other is vertical and slow, 

· being 262Yz times slower than the horizontal motion. The beam ·gradually moves 
across the screen, from left to right, while it simultaneously descends almost impercep
tibly. A complete frame is covered by 525 horizonial lines, which are traced out 30 
times per second. However, if each scene were shown traced thus from top to bottom 
(and left to right), any given area of the picture tube would be·scanned once.every 
one-thirtieth of a ·second, too slowly to avoid flicker. ·Doubling the vertical speed, to 
show 60 frames per second, would do the trick ·but ·would double the bandwidth. 

The solution, as will be explained, consists in subdividing each frame into two 
fields. One field covers even-numbered lines, from top to bottom, and the second field 
fills in the odd-numbered lines. This is known as interlaced scanning, and all the 
world's TV systems use it. We still have 30 frames per second, but any given area of 
the display tube is now illuminated 60 times per second, and so flicker is too fast to be 
registered by the eye. 

The scene elements at the transmitting station are prnd~c.ed by a mosaic of 
photosensitive particles within the camera tube, onto which the scene is focused by 
optical means. They are scanned by an electronic beam, whose intensity is modulated 
by the brightness of the scene. A varying'voltage output is thus obtained, proportional 
to the instantaneous brightness of each element in tum. The varying voltage is ampli
fied, impressed as modulation upon a VHF or UHF carrier, and radiated. At the 
receiver, after amplification and demodulation, the received voltage is used to modu
late·the intensity of the beam of a CRT. If this beam is made to cover each element of 
the display screen area exactly in step with the s'cim of the transmitter, the original 
scene·.will then be synthesized at the receiver. ,;· 

• The need for the receiver picture tube to be "exactly in step with th1rt of"the ' 
transmitter requires that appropriate information be sent. ·This is kynchronizing, or sync 
information, which is transmitted in additio~ to.the,pict~e information. The two sets 
of signals are interleaved in a kind of time-division multiJ)lex, and the picture carrier is 
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amplitude-modulated by this total information. At the receiver, signals derived from 
the transmitted sync control the vertical and horizontal scanning circuits, thus ensuring 
that the receiver picture tube is in step with the transmitter camera tube. 

Black-and-white television can be transmitted in this manner, but color TV 
requires more information. As well as indicating brightness or luminance, is is done in 
black-and-white TV, color (or actually hue) must also be shown. That is, for each 
picture element we must show not only how bright it is, but also what hue this element 

. should have, be it white, yellow, red, black or any other. The hue is indicated by a 
chrominance, or chroma, signal. 

The colors actually indicated are red, green and blue, but all other colors can be 
synthesized from these three. Separate signals for each of the three colors are produced 
by the transmitter camera tube. I.n the receiver, these signals are applied to the three 
guns of the picture tube, or kinescope. The screen consists of adjacent green, blue and 
red dots, which luminesce in that color when the scanning beam falls on them. Need
less to say, the beams themselves are not colored! They merely indicate to each colored 
dot on the screen how bright it should be at any instant of time, and the combination of 
brightnesses of these three colors reproduces the actual hues we see. Because of the 
smallness of the color dots and our distance from the screen, we see color combinations 
instead of the individual dots. · · · · · 

Color TV will be discussed in more detail later in this chapter, but it is worth 
mentioning at this stage that FDM is used to interleave the chrominance signal with 

. luminance. The process is quite complex. The chroma signal is assigned portions of the 
total frequency spectrum which luminance does not use. The situation is complicated 
by the fact that color and black-and-white TV must be compatible. That is to say, the 
chroma signals must be cocled in such a way that a satisfactory picture will be produced 
(in black and white) by a monochrome receiver tuned to that channel._ Conversely, 
color TV receivers must be designed so that they are able to reproduce satisbctorily (in 
black and white) a transmitted monochrome signal. 

The simplest item has been left until last; this is the sound transmission. A 
separate transmitter is used for sound, connected to the same antenna as the picture 
transmitter. However, it is a simple matter to have a receiver with common amJ}lifica
tion for all signals up to a point, at which the various signals go to their respective 
sections for special processing. This,separating point is almost invariably the video 
detector, whose output consists otpicture, sync and sound information. The sound 

I 
signal is amplified, applied to its own detector, amplified again and fed to a loud-
speaker. The modulating system used for sound in the U.S. system, and most other 
major systems around the world, is wideband FM. It is not quite as wideband as in FM 
radio transmissions, but it is quite adequate for good sound reproduction. The transmit
ting frequency for the sound transmitter is quite dose to the picture transmitting fre
quency. The one tuning mechanism and amplifiers can handle both. A block dfagram 
of a rudimentary television system is now shown in Figure 17-l, indicating basically 
how the requirements of monochrome TV transmission and reception may be met. 

17-1.2. Television Systems and Standards 
It is clear that a large amount of information must be broadcast by a television transmit
ter and that there are a variety of ways in which this can be done. Accordingly, a need 
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FIGURE 17·1 Basic monochrome television system. (a) Transmitter; (b) receiver. 

exists for unifonn standards for TV transmission and reception. Regrettably, no agree
ment has been reached for the adoption of worldwide standards, and it seems unlikely 
in the extreme that such a standard will ever be reached. Thus several different systems 
exist, necessitating standards conversion for many international television transmis
sions. 

TV systems Although agreement in certain respects is in some evidence, there are 
five essentially different television systems in use around the world. The two main 
ones are the American [Federal Communications Commission (FCC) system for mono
chrome and National Television Standards Committee (NTSC) system for color] and 
the European [Comite Consultatif International de Radio (CCIR) system for mono
chrome and Phase Alternation by Line (PAL) system for color.] 

The America~ system is used in the whole of North and South America (except 
for Argentina and Verwzuela) and in the Philippines and Japan. With some exceptions, 
the European system '.is used by the rest of the world. One of these exceptions is 
France, which, together with a part of Belgium, uses its own system, SECAM (sequen
tial technique and mem(jry storage), for color. The USSR and Eastern Europe use ~ 
system for monochrome \hat is almost identical to CCIR, but they use SECAM for 
color: With its greater line frequency, the French system has superior definition, but it 
requires a bandwidth twice as great as for the major systems. Table 17-1 shows the 

/ 
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TABLE 17-1 Selected Standards of Major Television Systems 
AMERICAN EUROPEAN 

-STANDARD SYSTEM SYSTEM 
Number of lines per frame 525 625 
Number of frames. per second 30 25. 
Field frequency, Hz 60 50 
Line·frequen_cy, Hz 15,750 15,625 
Channel width, MHz 6 7 
Video bandwidth, MHz 4.2 5 
Color subciirrier, MHz 3.58* 4.43* 
S~mnd system . FM FM 
Maxiinurn so~nd deviation, kHz 25 50 
Intercarrier frequency, MHz 4.5 5:5 

* As a good approximation. The precise frequency in the American systein is 
3.579545 MHz, for reasons that will be ex.plained in Section 17-4.1. 

most important standards iii. the- American and European ·systems. This is done for 
comparison. All subsequent detailed work will refer to the American system exclu
sively. 

Apart froin the differences, the two major TV systems have the following 
standards in- Common. 

I. Vestigial sideband amplitude modulation for video, with most of the lower 
sideband removed. This is done to save bandwidth. The system was described in 
detail in Section 4-4.4 ·~nd pictured in Figure 4-9. 

2. Negative video modulation polarity. Iri both systems black corresponds to a higher 
modulation, percentage than white. 

3. 2: I interlace ratio. This can be seen from the table, which shows that the field 
frequency is twice the frame frequency. Interlacing will be described fully in 
Section 17'2.2. 

4. 4: 3 aspect ratio. This is the ratio of the horizontal to the. vertical dimension of the 
receivef picture (or transmitter camera) tube. The absolute size is not limited, but 
the aspect ratio must be. (_)therwise the receiving screen would not reproduce all 
the transmitted -picture (or else a portion of the _receiving screen would have noth
ing to show). 

Notes on the major American standards The field frequency is purposely made 
equal to the 60-Hz frequency of the ac supply system, so that any supply interference 
will produce stationary patterns, and will thus not be too distracting. This automati
cally makes the frame frequency equal to 30 per second The number of lines per frame, 
525, was chosen to give adequate definition without taking up too large a portion of the 
frequency spectrum fof each channel. The line frequency is the product of 30 frames 
per second and 525 Hnes per frame, i.e., 15,750 Hz. · 

As sho~n in Figure 4-9/J, the channel width.·bf 6' MHz is required to accommo
date the wanted upper sideband. the necessary portion of the unwanted lower sideband. 
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the FM sound frequency spectrum and, as shown in Section 4-4.4, the color subcarrier 
and its sidebands. The difference in frequency between the picture carrier and the 
sound carrier is precisely 4.5 MHz. This was shown in Figure 4-9a and is given in 
Table 17-1 as the intercarrier frequency. The fact that this frequency difference is 
4. 5 MHz is used in extracting the sound information from the video detector. This will 
be explained in Section 17-3.2. 

In each TV channel, the picture carrier frequency is 1.25 MHz above the bot
tom edge of the channel, and the color subcarrier frequency is 3.58 MHz 'higher still. 
The sound carrier frequency is 4 .5 MHz above the picture carrier frequency. Channels 
2 to 13 are in the VHF band, with channels 2 to 6 occupying the frequency range 54 to 
88 MHz, while channels 7 to 13 occupy the 174- to 216-MHz range. Note that the 
frequencies between 88 and 174 MHz are allocated to other services, including FM 
broadcasting. Channels 14 to 83 occupy the continuous frequency range from 470 to 
890 MHz, in the UHF band. · 

Video bandwidth requirement The frequency band needed for the video frequencies 
may be estimated (actually, overestimated) as follows. Consider at first that the lowest 
frequency required corresponds to a line across the screen which is of uniform bright
ness. This represents a period of 1/15,750 = 0.0000635 = 63.5 µ,s during which the 
brightness of the beam does not change. If a large number of lines of that brightness 
followed in succession, the frequency during the time would be zero. This is too 
awkward to arrange, since it requires de coupling. Thus the lowest frequency transmit
ted in practice is higher than zero, approximately 60 Hz in fact. As regards the highest 
required frequency. this will of course correspond to the highest possible variation in 
the brightness of the beam along a line. 

Consider now that the picture has been divided into 525 lines from top to 
bottom, so that the maximum resolution in the vertical direction corresponds to 525 
changes (e.g., from black to white) down the picture. It is desirable that horizontal and 
vertical resolution be the same. However, because of the 4: 3 aspect ratio, the picture is 
4/3 times as wide as it is high, so that 525 X 4/3 = 700 transitions from black to white 
during the length of a horiwntal line is the maximum required. THis, of course, corre
sponds to 700/2 = 350 complete (black-white-black) transitions along the line, occur
ring in 63.5 µs. The period of this maximum transition is thus 63.5/350 = 0.1814 µs. 
If each transition is made gradual (i.e., sine wave), rather than abrupt (square wave), 
0.01814 µsis the period of this sine wave, whose frequency therefore is 1/0.1814 X 

10-6 = 5.51 MHz .. 
This figure is an overestimate, and_ the video bandwidth of 4.2 MHz quoted in 

Table 17-l is quite enough. The reason for the difference is mainly that not all the 525 
lines are visible. Several of them occur during the vertical r~traces and' are. blanked 
out. This will·be explained in Section 17-2.2. Neither the vertical nor the horizontal 

. resolution rieeds to be as good as assumed above, and so the maximum video frequency 
may be lower than the rough 5.51-MHz calculation. However, this calculation yields a 
reasonable approximation, and it does show that the bandwidth required is very large. 
This explains wh:,,\ vestigial sideb.and modulation is used. 
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BLACK-AND-WHITE TRANSMISSION 

The significant aspects of monochrometelevis(on transmission will now.be described 
in some detail. During this examination, the _reasons for, 'and the effects and implica
tions of, the most important TV standards will emerge. 

17-2.1 Fundamentals 

Vi deo-

.~e 

0.. 
0 . B.1 

ideo· 

-

As shown in the block diagram of Figure l 7-2, a monochrome TV transmission system 
is quite unJike any of the transmission systems studied previously. This section will 
deal with tne fundamental, "straightforward" blocks, while the functions specific to 
television transmitters are described in more detail in the succeeding sections. 

Camera tubes The video sequence at the transmitting station begins with a transducer 
which converts light into (video) electric signals, i.e., a camera tube. Detailed d~crip
tions of the various camera tubes are outside the scope of this chapter. Very basically, a 
camera tube has a mosaic screen, onto which the scene is focused through the lens 
system of the television camera. An electron gun forms a beam which is accelerated 
toward this photoelectric screen. The beam scans the screen, from left to right and top 
to bottom, covering the entire screen 30 times per second. The precise m~nner will be 
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FIGURE 17-2 Simplified monochrome television transmitter block diagram. 
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described in detail in the next section, and magnetic deflection/is covered in Section 
17-3, in connection with receiver picture tubes. The beam il)tensity is affected by the 
charge on the screen at that point, and this in tum depe,9ds on the brightness of the 
point. The current-modulated beam is collected at a target electrode, located at or just 
beyond the screen. The output voltage from this elec~ode is a varying (video) voltage, 
whose amplitude is proportional to the screen briJlitness at the point being scanned. 
This voltage is now applied to video amplifiers, 

; 

In color transmission, light is split in.to the three basic colors and applied to 
either three separate tubes or a single tube ,Which has different areas sensitized to the 
different colors. Three separate signals re,shlt and are processed as will be described in 
Section 17-4. The camera tubes most likely to be used are the vidicon or the plum
bicon, in both of which separate tubes are required for the three colors. It is also 
possible to use a single camera tube which is constructed with a stripe filter or which 
uses three electron guns to produce all three colors at once. 

Video stages , The output of the camera is fed to a video switcher which may also 
receive videotape or outsi\Je broadcast video signals at othe,r inputs. The function of 
this switching system is to provide the many video controls required. It is at this point 
that mixing or switchi11g of the, various inputs, such as fading in of one signal and 
fading out of another, will take place. Videotapes corresponding to advertisements or 
station identificatio11 patterns will be inserted here, as well as various visual effects 
involving brightness, contrast or hue. 

The output of this mixing and switching amplifier goes to more video amplifi
ers, whose function it is to raise the signal level until it is sufficient for modulation. 
Along the chain of video amplifiers, certain pulses are inserted. These are the vertical 
and horizontal blanking and synchronizing pulses, which are required by receivers to 
control their scanning processes. The details wiHbe cliscussed in Section 17-2.3. The 
final vi~io amplifier is the power amplifier wl)ich grid-modulates the output RF ampli
fier, as described in Section 4-2. Because certain amplitude levels in the composite 
video signal must correspond to specific percentage modulation values, this amplifier 
uses clamping to establish the precise values of various levels of the signal which it 
receives. 

RF and sound circuitry Essentially, the sound transmitter is a frequency-modulated 
transmitter of the type that was dealt with in detail in Section 5-3. The only difference 
is that maximum deviation is limited to 25 kHz, instead of the 75-kHz limit for FM 
broadcast transmitters. The RF a,spects of the picture transmitter are again identical to 
those already discussed (in Section 3-2), except that the output stage must be broad
band, in view of the large bandwidth of the transmitted video modulated signals. 

The output stage is followed by a vestigial sideband filter, which is a bandpass 
filter having a response shown in Figure 4-9a. This is an LCfilter, capable of handling 
the high ,power at this point. Its frequency response is critical and carefully shaped. 

The output of the so,und and picture transmitters is fed to the antenna via a 
combining network. This is in fact an LC equivalent of the circulator discussed in-
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FIGURE 17-3 Deflection· coils (yoke). 

Section 10-5.2. Its function is to ensure that, although both the picture and sound 
. transmitters are connected to the antenna with a minimum of loss, -neither is connected 

I to the other, · 

17-2.2 Beam Scanning 
As previously discussed, one complete frame of a TV picture is scanned 30 times per 
second, in a manner very similar to reading this page. As our eyes are told where to 
look by our brain, eye muscles, and nerves, the electron beam is directed to move by 
deflection coils (yoke), which are located around the neck of the picture tube (Figure 
17-3). The information applied to the deflection coils is in the form of a sawtooth wave 
(Figure 17-4), generated by the horizontal oscillator, which occurs at a rate or fre
quency determined by the number of lines (525) to be scanned and the scanning -rate 
(30 frames per second). The electron beam generated by the picture tube (standard 
vacuum tube theory) is accelerated toward the anode by a combination of elements and 
extreme high voltage (difference of potential) until it strikes the anode (which contains 
a phosphorous coating). The high-energy impact emits light or a dot in the center of the 

First field 

Ve~rt;l,;al~w;a~ve~fo~•~m==~~~=~:::::::::i:; 
t~ 1 Vertical 

1 
1 retrace 1 

period 

FIGURE 17-4 Sawtooth waveform. 



658 ELECTRONIC COMMUNICATION SYSTEMS . . 

picture tube which is visible to our eyes. The dot would never move without some type 
of deflection process. This is where the deflection coils and the sawtooth waveforms 
come into play. 

Horizontal scanning The sawtooth applied to the horizontai portion of the deflection 
coils (there are two sets of coils-horiz~ntal and vertical) creates a magnetic field 
which mimics the shape of the sawtooth and deflects the beam to the extreme left side 
of the picture tube at the start of each cycle. The beam moves evenly across the tube 
face as the wave increases in amplitude (because of the linear ramp effect) until maxi
mum amplitude is reached and the voltage drops immediately to its original starting 

·· point (retrace period). Up to this point we have traced (illuminated) one line from left 
to right across the picture tube face. Now the process starts over again on the next 
cycle. It must be noted that during the horizontal scanning process, vertical scanning is 
also taking place with similar results; i.e., the vertical deflection coils are being fed 
information which creates magnetic deflection from the center dot point to the top of 
the tube. The combination and synchronization of these two proc~sses start the scan
ning process at the top left and, line by line, complete the frame at the lower right of 
the picture tube. The scanning process is, in the author's opinion, the most important 
part of the TV system and is unique in its application. The rest of the TV system is 
composed of somewhat standard electronic circuits which have been assembled to 
support the scanning process and visually displayed information. This explanation is 
over simplified to enhance students' basic understanding of the process, not to confuse 
them with details and the electronics involved. A more detailed explanation will fol-
low. . 

Vertical scanning Vertical scanning is similar to horizontal scari~ing, except for the 
obvious difference in the direction of movement and the fact th.at everything happens 
much more slowly, (i.e., 60 rather than 15,750 times per secorid). However, interlac

. ing introdu.ces a complication which will now be explored. 
The sequence of events in vertical scanning is as follows: 

1. Line I starts at the top left-hand comer of the picture, at point F. At this line and 
the succeeding lines are scanned horizontally, the beam gradually moves down
ward. This continues until, midway through line 242, vertical blanking is applied. 
The situation is illustrated in Figure 17-5. Note that active horizontal lines are 
solid, the horizontal retraces are dashed, and the point at which vertical blanking is 
applied is labeled A. , 

2. Soon, but not immediately, after the application of vertical blanking, the vertical 
scanning generator receives a (vertical) sync pulse. This causes vertical retrace to 
commence, at point B in Figure 17-5. 

3. Vertical retrace continues, for a time corresponding to several H, until the beam 
reaches the top of the picture, point C in Figure 17-5. Note that horizontal scan
ning continued during·the vertical retrace-it would be harmful to stop the hori
zontal oscillator just because vertical retrace is taking place. 

4. The beam, still blanked out, begins its qescent. The precise point is determined by 
the time constants in. the vertical scanning oscillator, but it is usually 5 or 6H 
between points Band C. The situation is shown in Figure 17-5. 
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FIGURE 17-5 Interlaced scanning. 

5, Precisely 21H after it was applied, i.e., midway through line 263, vertical blank· 
ing is removed. The first (odd) field is now completed, and the second (even) field 
begins. This is also illustrated in Figure 17-5; note that D is the point at which 
vertical blanking is removed. 

6. ,, The visible portion of line 263 begins at the same height as did line I ,.i.e., at the 
top of the screen. Line 263, when it becomes visible, is already halfway across the 
screen, whereas line I began at the left-hand edge of the screen. Line 263 lies 
above line I, line 264 is between lines I and 2, and so on. This is illustrated in 
Figure 17-5. 

7. The second field continues, until vertical blanking is applied at the beginning of 
the retrace after line 504. This is point E in.Figure 17-5. 

·S. The sequence of events which now takes place is identical to that already de
scribed, for the end of the first field. The only difference is that, after the 21 lines 
of vertical blanking, the beam is located at the top !Ht-hand corner of the picture 
tube, at point F. When vertical blanking is now removed, the next odd field is 
traced out, as in Figure 17-5. 

Regrettably, the vertical scanning procedure is complicated by the use of inter
lacing. However, it is basically simple, in that blanking is applied some time before 
retrace begins and removed some time after it has ended. Both mar1fins are used for 
safety and to give individual designers of receivers some flexibility. As explained, 
horizontal scanning continues during vertical retrace, complicating the drawings and 
the explanation, but actually simplifying the procedure. To stop the horizontal oscilla
tor for precisely 21 lines, an\! then to restart it exactly in sync, would simply not be 
practical> Finally, beginning on~ field ,at the St!irt of a line and the next field at the 
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midpoint of a line is a stratagem that ensures that interlacing will take place. If this 
were not done, the lines of the second field would coincide with those of the first, and 
vertical resolution would immediately be.halved! 

Please note that the scanning waveforms themselves are sawtooth. The means 
of generating them and applying them to the picture tube are discussed in Section 17-3. 

17-2.3 Blanking and Synchronizing Pulses 

( 

Blanking Video voltage is limited to certain amplitude limits. Thus, for example, the 
white level corresponds to 12.5 percent (±2.5 percent) modulation of the carrier, and 
the black level corresponds to approximately 67.5 percent modulation. Thus, at some 
point along the video amplifier chain, the voltage may vary between 1.25 and 6. 75 V, 
depending on the relative brightness of the picture at that instant. The darker. the 
picture, the higher will be the voltage, within.those limits. At the receiver, the picture 
tube is biased to ensure that a received video voltage corresponding to 12.5 percent 
modulation yields whiteness at that particular point on the screen, and an equivalent 
arrangement is made for the black level. Besides, set owners are supplied with bright
ness and contrast controls, to make final adjustments as they think fit. Note that the 
lowest 12.5 percent of the modulation range (the whiter-than-white region) is not used, 
to minimize the effects of noise. 

When the picture is blanked out, before the vertical or horizontal retrace, a 
pulse of suitable amplitude and duration is added to the video voltage, at the correct 
instant of time. Video superimposed on top of this pulse is clipped, the pulses are 
clamped, and the result is video with blanking, shown in Figure 17-6. As indicated, the 
blanking level corresponds to 75 percent ( ±2.5 percent) of maximum modulation. The 
black level is actually defined relatively rather than absolutely. It is 5 to 10 percent 
below the blanking level, as shown in Figure 17-6, If in a given transmission the 
blanking level is exactly 75 percent, then the black level will be about 7.5 percent 
below this, i.e., approximately 67.5 percent as previously stated. At the video point 
mentioned previously, we thus have white at 1.25 V, black at about 6.75 V and the 
blanking level at 7 .5 V. 

The difference between the blanking level and the black leveHs known as the 
setup interval. This is made of sufficient amplitude to ensure that.th{ black level cannot 
possibly reach above the blanking level. If it did, it would intrude into the region 
devoted exclusively to sync .pulses, and it might interfere with the synchronization of 
the scanning generators. 

100% 

75% 

12.5% 
0%,~=------~-------'-"===="' 

FIGURE 17-6 TV video waveform, showing video informatibn and horizontal and vertical 
blanking pulses (at the end of an even field). 
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FIGURE 17-7 TV video waveform, showing horizontal and basic vertical sync pulses, at 
the end of an (a) even field; (b) odd field. (Note: The width of the horizontal blanking 
intervals and sync pulses is exaggerated.) 

. Synchronizing pulses As shown in Figure 17-7, the procedure for inserting synchro
nizing pulses is fundamentally the same as used in blanking pulse insertion. Horizontal 
and vertical pulses are added appropriately on top of the blanking pulses, and the 
resulting waveform is again clipped and clamped. It is seen that the tips of horizontal 
and vertical synchronizing pulses reach a level that corresponds to 100 percent modula
tion of the picture carrier. At the hypothetical video point mentioned previously, we 
may thus have video between 1.25 and 6.75 V, the blanking level at 7.5 V and the 
sync pulse tips at 10 V. The overall arrangement may be thought of as a kind of 
voltage-division multiplex. 

Although this will be explored in further detail in Section 17-3.3, it should be 
noted that the horizontal sync information is extracted from the overall waveform by 
differentiation. Pulses corresponding to the differentiated leading edges of sync pulses 
are actually used to synchronize the horizontal scanning .oscillator. This is the reason 
why, in Figures 17-6 to 17-8, all time intervals are shown between pulse leading edges. 
Receivers often use monostable-type circuits to generate horizontal scan, so that a 
pulse -is required to initiate each and every cycle of horizontal oscillation in the re
ceiverc With these points in mind, it should be noted that there are two things terribly 
wrong with the sync pulses shown in Figure 17-7. 

The first and more obvious shortcoming of the waveforms shown may be exam
ined with the.aid of Figure.l7-7a. After the start of the vertical blanking period, the 
leading edges of the three horizontal sync pulses and the vertical sync pulse shown will 
trigger the horizontal oscillator in the receiver. There are no leading edges for a time of 
3H after that, as shown, so that the receiver horizontal oscillator will either lose sync or 
stop oscillating, depenaing on the design, 
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FIGURE 17-8 Composite TV video waveform at the end of an odd field. (Note: The widths 
of the horizontal blanking periods and sync pulses, equalizkg· pulses and serrations are 
exaggerated.) 

It is obvious that three leading edges are required during this 3H-period. By far 
the easiest way of providing these leading edges is to cut slots in the vertical sync 
pulse. The beginning of each slot has no effect, but the end of each provides the desired 
leading edge., These slots are known as serrations. :rhey have ·widths of 0,04H each 
and are shown exaggerated in Figure 17-8 (to ensure that they are visible). Note that, at 
the end of an even field, serrations 2, 4 and 6 or, to be precise, the leading edges 
following these three serrations, are actually used to trigger the horizontal oscillator in 
the receiver.· 

The situation after an odd field is even worse. As expected, and as shown in 
Figure 17-7b the vertical blanking period at the end of an odd field begins midway 
through a horizontal line. Looking further along this waveform, we see that the leading 
edge of the vertical sync pulse comes at the wrong time to provide synchronization for 
the horizontal oscillator. The obvious answer is to have a serration such that the leading 
edge following it occurs at time H after the leading edge of the last horizontal sync 
pulse. Two more serrations will be required, at H intervals after the first one. In fact, 
this is the reason for the existence of the first, third and fifth serrations in Figure 17-8. 
The overall effect; as shown, is that there are six serrations altogether, at 0.5H inter
vals from one another. 

Note that the leading edges which now occur midway through horizontal lines 
do no harm. All leading edges are used sometime, either at the end of an even field or 
at the end of an odd one. Those that are not used in a particular instance come at a time 
when they cannot trigger the horizontal waveform, and they are ignored. This behavior 
will be further discussed in Section 17-3. 5. 

We must now turn to the second shortcoming of the waveforms of Figure l 7-7. 
First, it must be mentioned that synchro*ization is obtained in the receiver from verti
cal sync pulses by integration. The integfator produces a small output when it receives 
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horizontal sync pulses, and a much larger outpu[ from vertical sync pulses, because 
their energy content is much higher .. What happens is that as a result of receiving a 
vertical pulse, the output level from the integrator eventually rises ern;mgh to cause 
triggering 0,f the. vertical oscillator in the receiver. This will be discussed further in 
Section 17-3.3. · 

We must note at this stage that the residual charge on this integrating circuit will 
be different at the start of the vertical sync pulses in Figure 17-7 a and 17-.., b. In the 
former, the vertical sync pulse begins a time H after the last horizontal pols~. In the 
latter, this difference is only 0.5H, so .that a higher charge will exist across the .capaci
tor in the integrating crrcuit. The equalizing pulses shown in the composite video 
waveform of Figure 17-8 take care of this situation. It is seen that the.period immedi
ately preceding each vertical pols~ is the same, regardless·of whether tlifs pulse follows 
an even or an odd field. Charge is equalized and jitter is prevented. 

Observant students will have noted that the vertical sync pulse begins 3lfafter 
the start of the vertical blanking period, although Figure 17-5 showed the vertical 
retrace beginning four lines (i.e., 4H) after the start of vertical blanking. The c!iscrep
ancy can now be explained. 'It is simply caused by the integrating circuit taking a timec 
approximately equal to H, from the moment when the vertical sync pulse begins to the· 
instant when its output is sufficient to trigger the vertical retrace.· 

Summary It is seen that the provision of blanking and synchronizing pi!lses, to 
ensure that TV receivers scan correctly, is a very involved process. It is also seen how 
important it is to ha;e adequate television transmission standards. In retrospec(Tabl.e 
17-1 is seen as decidedly incomplete, and this is why it was entitled '.'selected stan
dards." The composite video waveforms in other TV systems are different from those 
shown, but they are as carefully defined and observed. 

All systems have the same general principles in common. In each, blanking is 
applied before, and removed after, synchronizing pulses. A front porch precedes a 
horizontal sync pulse., and a back porch follows such a Ruise, in all the systems. All 
systems have equalizing.pulses, though not necessarily the samt,.l!_umber as in the fCC 
system. In all cases serrations are used to provide horizontal sync~·duilng vertical 
pulses, with some minor differences as applicable. The width of a vertical pulse in the 
CCIR system is 2.5H, and the H itself is different from H in the An{erican system. 

Three final points should now be mentioned. The first is that many people refer 
to a set. of six .vertical sync pulses, which this section has been consistent in referring to 
a single pulse with six serrations. The difference in terminology is not very significant, 

. as long as the user explains what is meant. Second, it is a moot point whether the 
· vertical pulse has five or six serrations. This section has referred to the no-pulse region 
between the trailing edge of the vertical pulse and the first postequalizing pulse as a 
serration. This is done because, if there. were no serrations, this period would be 
occupied by the final portion of the vertical sync pulse, whose trailing edge has now . 
been cut into. Other sources do not consider this as a serration, but again the point is 
not significant, as long as the terms are adequately defined. · 

The third item is related to the fact that the one crystal-controlled source is used 
for all the various pulses transmitted. It operates at 31,500 Hz; this is twice the hori
zontaLfrequency and is also the repetition rate of the equalizing pulses and serrations. · . . . 
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The VHF tuner must cover the frequency range from 54 to 216 MHz. The 
antenna most frequently used for reception is the Yagi-Uda, consisting at its simplest of 
a reflector, a folded dipole for the five low~r channels and a shorter dipole for the upper 
seven channels. More elaborate Yagis may have a reflector, four dipoles and up to six 
directors. (See also Section 9-6.2.) 

The frequency range covered by the UHF tuner is the 470- to 890-MHz band, 
and here the antenna used is quite likely to be a log-periodic, with the one antenna 
covering the whole band (see Section 9-8.4). It is also possible to cover the VHF and 
UHF bands With the one antenna. This is then likely to be similar to the discone 
antenna of Section 9-8.3 but with the disk bent out to form a second cone. This 
biconical antenna is then used for UHF, with wire extensions for the two cones increas
ing the antenna dimensions for VHF. 

VHF tuners often use a turret principle, in which .12 sets of (RF, mixer and 
local oscillator) coils are mounted inBJJring-loaded brackets around a central shaft. The 
turning knob is connected to this shaft, and channels are changed by means of switch
ing in the appropriate set of coils for the fixed tuning capacitor. This automatically 
means that the tuned circuits for these three stages are ganged together, as shown in 
Figure 17-10. Fine tuning is ac.hieved by a slight variation of the tuning capacitance in 
the local oscillator. Most newer-model television receivers use PLL (phase-locked 
loop) circuitry to replace switch-type tuners with electronic tuners. Reliability is much 
better with these tuners, which· have no mechanical parts. 

The UHF tuner's active stages are a diode (point-contact or Schottky-barrier) 
mixer and a bipolar or FET local oscillator. This, likf its VHF counterpart, is likely to 
be a Colpitts oscillator, as previously discussed in Section 6-2.2 or 11-1.2. That sec
tion also explained why VHF or UHF RF amplifiers are likely to be grounded-gate (or 
base). The diode mixer is used here as the first stage to lower the UHF noise figure
adequate gain is available from the remaining RF circuits. Coaxial transmission lines 
are used instead of coils in the UHF tuner, and they are tuned by means of variable 
capacitors. These are continuously variable (and of course ganged) over the whole 
range, but click stops are sometimes provided for the individual channels. Since the IF 
is quite small compared to the frequency at which the UHF local oscillator operates, 
AFC is provided. This takes the form of a de control voltage applied to a varactor diode 
in the oscillator circuit. Such an arrangement was shown, in a slightly different con
text, in Section 5-3.3 and also Figure 6-22. 

An alternative means of UHF tuning consists of having varactor diodes to 
. which fixed de increments are applied to change capacitance, instead of variable capac- , 
itors. One cif the advantages of this arrangement is that it facilitates remote:control '\ 
channel changing. The remainder of the circhit is unchanged, but a UHF RF amplifier 
is norm"al!y added. The reason for this is the low Q of varactors, necessitating an· 
additional tuned circuit to sharpen up the RF frequency response. 

Figure 17-10 shows the VHF channel 7 being received. When any VHF chan
nel is received, the UHF local osciHator is disabled, so that the: output of the UHF 
mixer is a rectified UHF signal,, (channel 37 in this case), applied to the VHF tuner. 
This signal is a long way from the VHF radio frequency and ,has no effect. The 
.significant carriers appearing at.the input to the VHF RF amplifier are the picture (P), 
chroma (C) and sound (S) carriers of channel 7, of which only P is shown in Figure 
!~IQ . 

' ' 
I ' 
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WehaveP = 175.25 MHz,C = 178.83 MHzandS = 179.75 MHz applied to 
the RF amplifier, and hence to the mixer. These three are then mixed with the output of 
the local oscillator operating at the standardized frequency of 45.75 MHz above the 
picture carrier frequency. The resulting carrier signals fed to the first IF amplifier are 
P = 45.75 MHz, C = 42.17 MHz and S,;, 41.25 MHz. The IF bandpass is large 
enough to accommodate these signals and their accompanying modulating frequencies. 

When the VHF tuner is set to the UHF position, the following three things 
happen: · · · 

I. The UHF local oscillator is enabled (de supply voltage connected). 
2. The VHF local oscillator is disabled (de removed). 
3. The VHF tuner RF and mixer tuned circuits are switched to (a picture carrier 

frequency of) 45.75 MHz. 

The UHF tuner is now able to process the channel 37 signal from its antenna. 
The relevant frequencies, P = 609.25 MHz, C = 612.83 MHz and S = 613.75 MHz, 
are mixed with the local oscillator frequency of 655 MHz. The resulting outputs from 
the mixer diode are P = 45.75 MHz, C = 42.17 MHz and S = 41.25 MHz, being of 
course identical to the IF signals that the VHF tuner producers'when receiving channel 
7 (or any other channel). These are now fed to the VHF amplifier, which, togethtto\vith 
the VHF mixer, acts as an IF amplifier for UHF. It is to be noted that the VHF mixer 
uses a transistor and not a diode and therefore becomes an amplifier when its local 
oscillator signal is removed. Since the UHF tuner has a (conversion) loss instead of a 
gain, this extra IF amplification is convenient. 

The block diagram of Figure 17-10 was drawn in a somewhat unorthodox 
fashion, tuned circuits. being shown separately from the active stages to whose inputs 
they belong. This is not due to any particular quirk of TV receivers. Rather, it was 
done to show precisely what circuits are ganged together and to enable all relevant 
(picture carrier and local oscillator) frequencies to be shown precisely where they 
occur with either VHF or UHF reception. This means that it was possible to show the 
sum and difference frequencies at the outputs of the two mixers, with only the. differ
ence signals surviving past the next tuned circuit. 

As shown in Figure 17-11, the frequency response of a tuner is quite wide, being 
similar to, but broader than, the picture IF response. Note that the frequencies in Figure 
17-lla apply for channel 7, although those of Figure 1.7-llb are of course fixed . 

. Picture IF amplifiers The picture (or common) IF amplifiers are almost invariably 
double-tuned, because of the high percentage bandwidth required. As in other receiv
ers, the IF amplifiers provide the majority of the sensitivity and gain before demodula
tion. Three or four stages of amplification are normally used. The IF stages provide 
amplification for the luminance, chrominance and sound information. As shown in 
Figure 17-llb, the IF bandwidth is somewhat lower than might be expected, three 
factors govern this. At the upper end, relative response is down to 50 percent at the 
picture carrier frequency, to counteract the higher powers available at the lowest video 
frequencies because of the vestigial sideband modulation used. This was explained in 
Figure 4-9b and th,idiscussion in Section 4-4.4. At the lower end, relative amplitude is · 
also'down to 50 percent at the chroma subcarrier frequency,· to minimize interference 
frtim,tMs signal. At the sound carrier f:equency of 41.25 MHz, response is down to 

\ 
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r!:;idw ::;b:"Ji bmcFI~.U.~E;, 17. •f2tnT~·fr.r_ecei~er.ijvi,de"O c:defecU>_[', 1:fifst1-Yidw.,amplifier and AGC detector. 
;,.1::;vf.:7::i:)51 .l!.'1~JrnoiJwAoq ;.ddtJ,~utJY; n;_; oi noi1ibLt iJ :;;;,:...•nir!~{nd HlJic!ffu.i o: ::r·1in,:r1:;;, ;.:i 
bm; ??:,rWh]hd 1o'-t ?.T')br.noiJn::toq nf,:JJ :_.i'!nd yHr:rr;;on J01m,;·J ",;ll!L,ir;" '.ii.'.'.ni,;; i,; dii 1:1 
rnomc;"ns-m, ,,, ,t))e ),PiGtuJ'?J t1,1,be,; &\iXJU:if!J!~P,O,i,n~,in tjli,s, segµ,rn::e,, ,sjg1wl,s,!\l:e l,a,\q,n, 9ff for sound IF, 
,,,,,,,;, rnnol; u,Jl,Q,<;. ;.!l!l<! ;syn9 §~I@·'!li9P<JJ!e,sirquit19.fr ,l'ig~, !V,-)1, s_hPVc~, tlJ\1!~;/UTangements in 

detail~ · • _(i1.i1\\"'ri'1,\m . :,:,.! l kulbi~ or ;_,io11;£ 
The circuit has a lot in common with detector-AOC circuits desci'ibed previ

noi1:m bauo, 0m1~i}\ in ;Fjg1g,;, 9c,~2.AA<!&-Ml-,PnJy1 tb,e,/ljfj'~f"'l~es.,'<'(i!l),,e ,m~!!Jioned here. The first 
·:idT '!:JVi'D8i mfrtny~y, j~)tfl~J<PE~~l,\~~~,9J,-ppjl§,J•1iJ~~!l-2-~rqey,._a,ry,~;~~~~-<ttiY.~i)'c) :~~ries and shunt 
·rd noiH:iubo;nP§qk~ng,:.t;.9.il~.;11~9.;<;i; t.9;~msY.W .~tfl<:!;q~a~~--~e:q~.~!lfY, n:;spg,9-~;fft~ fu,e;,,:video amplifier 
Ml ':!Ih ?.niniGfo.h9\Y.!1· /J;b,~\s.eC;<JJ1'4r,~~g~9; a.mp~lli,.~r-1~~,C?1NSl?~J~l;lCl}- .. ~r!Y:f~rqg~~e~t:-:.:tfote that all Cr 
.,'."l'J'J i':I:,~~ 10io·Y;;t.Pafj_~9~~ci.Q.):_ig9!~J 7t ~f 1~~A1-~~9 ,WJµ!iQ~1~~P~G~!Cff&~1Nfjfu;:X!1l\l,~~Jqf a few picofar-

ads, The coils are adjustable for alignment. All components with F subscripts are used 
for (in this case, low-pass) filtering. 

The transformer in the emitter of the first '{i,!J\/,0,'!JllPlifj!lr,,;,t)!J)i;<i;\\JJ]5,M.H~, 
""'' io:,,n "'no-l!f's,)l\\".P Jµ,nctj9p1,o'l::.1'~:1n9r~ 9,b,i,\<;>)!§1\Jf tti,s.,d~1\'?,R1;,QV!d,e t/,1~ :~9'l'!9.1If takeoff point 
~r/J ni eio1,1u;:;,Sim;i;,-tli,~0,;i<!i;g, d~.!"i::,tor js:;a,;119.nJi!l!',lf; r!<s/~t~Q,q\',; \l)<;,Jj°~ SR!!!1'!,~igl)a,j beats with the 
no,!o1d '" ;l2cJ ,pj911,Ire,c;uri~l:,: ~o,prpc\QW, t)l,e, "('!.I)~.<!,1,,~;MI,i:_~-f~<;q_u\lnJ;y,fliffl'r~J\q~,J;his is extracted 

across the 4.5-MHz tuned l[?.n~,f!!nn~r,,@A\IPil\i,eg,t\!c tlle,Hr~l1~9W1\l)f amplifier. At 
4.5 MHz, this funed circu\t repr7sents a v~ry high unbypassed, emi\ter impedance, 
mQ6H:Higlie¥-'tlia'.ff'tnir103.cH:1si~fatlceJt}j:1Tiieflfi.~t Vid~blain{>lifi.er~has i very low gain 

( ~~zJ uq JITY~t i£(!1;15iYna;t{tgrffietlia'tB1:ffe1(}(ibh6f: !tff fa'.St; •u{{S;i~1fue .k'ec00c}lfufittion~of this arrange-
fJni, h:')iJ'!')V , if:·fue:rtt'.'( T~e;;t6una::if ·tt1JriS'f6fulef''a.Cfs :'aS(i 1trtip;··tC,)~uinuate;¥·1S:~ .. ur; signals in the 

video output, preventing the appearance of the ptevt6usJy,'/nenti6'iied sound bars. Note 
fini!.UY;,\hJ!lri! P.9r:t.iOAiQfct!J&, Y,~d~o);>_utP,\lliYJl!!i\g!l i_~JilsgJals~IJ,fi:om here and fed to the 
sync separator, and another portion. is rectified for AGC use. Since the AGC is de, 

ni Jirrnb oril 10I~y~,4,"rs"p\Vi,i,t~ dj\\(je wµ.s.t,l>P,H~~<j;;Q,tl)~r,,AQ!'.;;,fys\<;Jll~:W,.,_ajs,o,,i,Q: use, including 
:;rl1 rno11 n.oi1wlfey.~411~J!.G-'::ldi :lnivorn~n fo bodt·Jm i1,m,1,n :Jr!i /·11,Hi? ).)f"J-f'/ :,w•,i:! 
1(lqq1_;; nic1h 'Nol ~ LrQJh~rYLd~,9-~P.lifj~r~-,gfi;_~~. 1:NTref~i,:l{~~.:!i.ax~,~i9x~rajJ.~~5i~ep.cy response as 
bedh:,,·;b ,r; , g~PJ?W!l ®.c!.<!i~9,\l§S~/l:i!1 §."i;t~()\li ;4:,-fi-,;4:;,T:h,, ~~~JllJ!I S!ag<;,<ji;iy~Mhec:11i~\4re tube, adjust-

ing the instantaneous voltage between its cathode and grid in proportion to the video 
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voltage. This modulates the beam current and results in the correct degree of whiteness 
appearing at the correct point of the screen, which is determined by the deflection 
circuits. The blanking pulses of the composite video signal drive the picture tube 
beyond cutoff, correctly blanking out the retraces. Although the sync pulses are still 
present, their only effect is to drive the picture tube even further beyond cutoff. This is 
quite harmless, so that the removal of the sync pulses from the composite video signal 
is not warranted. 

The contrast and brightness controls are located in the .circuitry of the output 
video amplifier. The con!r~st control is in fact the direct video equivalent of the voluine 
control in a radio receiver. When contrast is varied, the size of the video output voltage 
is adjusted, either directly or through a variation in the gain of the video output stage. 
Note that a typical picture tube requires about 100 V peak to peak of video voltage for 
good contrast. When an elderly picture tube begins to fade away, it is because it has 
lost sensitivity, and even maximum contrast is no longer sufficient to drive it fully. The 
brightness control varies the grid-cathode de bias on the picture tube, compensating for 
the average.room brightness. 

Some receivers perform this function automatically, using a photodiode which 
is sensitive to ambient brightness, in addition to an adjustable potentiometer. Receivers 
with a single "picture" control normally have twin potentiometers for brightness and 
contrast, mounted on the one shaft and therefore adjustable together. This arrangement 
should not be decried too much. It has the advantage of giving the customer fewer 
knobs to adjust (i.e., misadjust). 

The sound section As shown in the block diagram of Figure 17-10, the sound section 
of a television receiver is identical to the corresponding section of an FM receiver. This 
was described in Section 6-4. Note that the ratio detector is used for demodulation far 
more often than not. Note fnrthe.r that the intercarrier system for obtaining the FM 
sound information is always used, although it is slightly modified in color receivers. 

17-3.3 Synchronizing Circuits 
The task of the synchronizing circuits in a television receiver is to process received 
information, in such a way as to ensure that the vertical and horizontal oscillators in the 
receiver work at the correct frequencies. As shown in Figure 17-9, this task is broken 
down into three specific functions, namely: 

1. Extraction of sync information from the composite waveform 
2. Provision of vertical sync pulses (from the transmitted vertical sync pulses) 
3. Provision of horizonta.l sync pulses (from the transmitted horizontal, vertical and 

equalizing pulses) · 

These individual functions are now described, in that order. 

Sync separation (from composite waveform) The "clipper" portion of the circuit in 
Figure 17-13a shows the normal method of removing the sync information from.the 
composite waveform received. The clipper uses leak-type bias and a low drain supply 
voltage to perform a function that is rather similar to amplitude limiting, as described 

I, 
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FIGURE 17-13 Sync separator. (a) Circuit;.(b) clipper waveforms. 

in Section 6-4.2. It is seen from the waveforms of Figure 17-13b that video voltage has 
been applied to an amplifier biased beyond cutoff, so that only the tips of the sync 
pulses cause output current to flow. It would not be praclicable to usef,xed bias forthe 
sync clipper, b~cause of possible signal voltage vatiat10n at the clipper input. If this 
happened, the fixed bjas could alternate between being too high to pa_ss any sync, or so 
low that blanking and even video voltages would be present in the output for strong 
signals.· A combination of fixed and leak-type bias is sometimes used. -' . 

HorizQntal sync separation . The output of the sync clipper is split, as shown in 
figure l 7-13a,, a portion of it going to the combination of C3 and R2 • This is a differen
tiating circuit, whose inpui and output waveforms are indicated in Figure 17-1<1. A_ 
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FIGURE 17-14 Differentiating waveforms. (a) Pulses at end of even field; (b) (simplified) 
differentiator output. [Note: The pulses marked (x) are the only ones needed at the end of 
this field.] · 
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positive pulse is obtained for eaqh sync pplse l~ading edge, and a negative pulse for 
each trailing edge. W~en the inpht sync v;,~vefohr, h'.'!' constant,,amplitude, no output 
results from the differentiating-cirbuit .. The\iime.don~timt.of.the'differentiating circuit is 

l -'. I 

chosen to ensure that, by the timera,ti'a:ilirig:edge:amves, the pulse due to the leading I ........... ,--..--.--·" 
edge has just about decayed. The output does not consist of pulses that are quite as 

' ' · sharp as the simplified ones shown. I 1 ,, • .1:: 
The output of the differentiator, at the,;uriction.&fc; and R,JnFigure 17-14, is 

' J I I \ v ... '1.,:v 

se~n to ~ontain negative pulses ~~--~f},!/$ fhe 'Yant'Tdi:P-19.,~1i1tj~f ones. These n~gative
gomg tnggers may be removeg2-~~fl\ .. ~·

1
~\?9e suph af th~3 9.ne shown. In practice, the 

problem is taken care of by the diodes'in toe horizontal AFC circuit. Note that not all 
the positive triggers at the end of a vertichl-fi~ld-iire: actually needed each time. If 
Figure 17-14 is redrawt. to show the situation at the ~nd of an odd field, it will be seen 
that the pulses not used at. the end of the even field will be needed then. 

/0,) 

Vert\~~\osrr?r~~iP.rfr.CMi?R,l!, :J~d,~C,,C??Rlh,i~filh19,h~r,i91'a\tob,l',fa irl?\\UJ!n\?5padis dt~en to a 
ctrcmt cons1stmg o 1, 1 an 2 , w 1c s au e recogmzeu as a stan ar mtegrat-
ing circuit. Its time constant is made such as to yield the waveforms of Figure 17-15. 

,;;d >B£li<,.,, f,ot,lh~lri,s,,,i.t~.ti'7'"1£~\l~l\l'!\:f~ mas[,~;l9n_g,c9mJlai;e.<!N;ith tl),e;d~rn\iWIJl! hprizont!'l pulses 
·)[;'{_!. ;[l i "lr; .;qiPl!;;r::to[!}!{~tl;i;J~SP,~CrJR.ifh~. wAQtp:qf :~Y1Y@rt.i9!-l!~p'n.S P,~l~~· lWh~~!9t;l~~.9nsiders:that the 
:.:di 1c:1 h lei ix.,.,...f PWH,.hgi.x~;,w,iqfti~ gJ P.PPHh.81 µ,~: ~ni1(l\~1 wJgtltJ9t!Q~A~!!~f 1!ey jy§liRfer 190 µ,s, the 
1iri1 ·-11 Juq1;i 1.J.,~~,_is_1P.Pts;S~Y~Ji~~,_,q ~~r;y,[.<;liffj~µ_H,~09:~;.;rThJ1s1~jty,~!!9gdu,s,t:·9"W:t~ t2i·tPow how much 
o;, XJ . :;rr1..c: v.n~~ th.9.\W~tf~yp.t_Jnt~1.9!~!9~-sjgl}_,Q(,~~-fti.rnncJJ!f9s.it.h~,:i;p.~~JyxstrWlJ~jl}!y~f&~ing circuit may 
:,Bmi;, ,.,, wrp,lll' .Jgµlf~q,µpgrr;a§::atl.9,W,P~~~,ii\t!',,,!~'i\lJ a,yµ\qff,[r~mWWYJ ~l!~\1 !PAI the horizontal 

, ,sxrrc ,PH11~Ji ,Rr,odµ<;<;.iY,e!J'i )jttl!,'o\l'I.IP!:1~»:~rr\l Jl/<;,1,,,#.cg!, p,u)s.e,s . lmX!'., i! frequency that 
· falls into the bandpass of the filter. ' 

ni ,r;r.:)ri,: i".r. ,.:iil,:f ,,, Th,e;Wav.ef9rms:,of1Figureid 7.;-15' expl3in·:th~:opera~ioilLO~·tht!":,v:e"rtical integrator, 
f!510i1iiJ /I ,.i c'i,b1it\tiey:doJiot,represeiI0:3ffea[,[ife;si.ttiatiOiI;ffhe}\·haye puqiose[y;b<;eii drawn !O show 

J.. ~- ! · \ i ~1u2iWh£lt i.w.oulcL1liappendfathere1.awert;mo .equalizJng·,pulSes. 1A:s·.1Sh0.}Vtr.:by means of the 

/ 
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FIGURE 17-15 Integrating waveforms. (a) Pulses at end of even field;r(b)Jpulses at end of 
,Ju'.1 ·1'J'.'i::i·.Yil \(fdd: r.e1d;tr(c)iintegl'atobOt.itprits.i\(Ndte:d1i'hese1WaveJur,im·hav.e,-fjfurposely been drawn as 
:i:!1 brii~ L:;l;iUfYlhaugh!:the,:e_rw..ei'pJ1Joi(,qU~i7.!"io.1t.-ipul$e_s.); ,b'J,·1iJ:.)~ib ,~ ... j flE'.J :.i2~d1 ':no'hd 

.m·:ifil gni'.)!Jbu1ri 'io .-:nD')W 

·m1 'Jgm:rl::i J n::i~dotted:JiriejrnEigurei 1,7.f 1{,Si-9 iwithmitrpre~eqUalizing:·pllls.eS~the ;Gharge_-_ifemaining in the 
,,J •wen ,;,:·, .integrating,tircuit;woilldibec:greater at,therend,.bMhe;.od,cHield;lbeC:aus~ the preceding 
.soc·,rJ, biq,t1 ·,horizbntal,p]!lse wbuldrhave beemsigilificantLy,elose,;tµan:a!rthe,endiof an even field. 
r_tt rn:1.'. ::d jwm <;inf.G,, ·~n1oscillcit6mis.tp.ggei;ed!nolibecauSe;an1infmitelyt1thin~.synp~pu1se arrives, but 
,, ;oc'; ni c:i b,,cwhen'a1syiicqmlse,ofsufficfonbwidth'.reaches aiparticu\an,amplitude;;rThis is shown in 
o·ili'.Ji'l ni nNo,Eigimi HN15cl'l! is;alfo..seernthat.therintegrated,pulse ,at,the.end,of•an,odd field would 

reach this level sooner than the pulse produced at the end of an eyea.field. If this were 
,,;du I rlS,lfl oallowed;,ctheci:,dd ,fiel\lJ,wciuldt:becomebsomewhat,,sliortfn(tlicl even field somewhat 
odJ ,1, :11mii longea)' thaiiithe1required'.26'2V~,lihes.'JA1 glaiice,at Big~re W-5:iteveals that this would 
_.:r :1g.,r;,;d:J rn;·) :haVe1~:1hatmful!,eff~t~Om:the iilter:lace:nilec\Janisin .... ,,Thedines-1of~orie·\field would no 
oriT . { ·,il r -YI clonger;oemiidway.:between thedinescofitl]e;otl!er,fieldi.1 The Jirobleril-,c.ould possibly be 
-;J1.;f1: ~id1 "ii !J'solved;h-i using,an 'il}tegratingcCircuit ;with la Illuch :lon'g'eiitime·Constan~, to ensure that 
'jdJ ,!nioq 2if/JitiLwclS virtllaUy Uilchar:g~d:,b.y,lthe)hoiiZon~alnpulsesd This :-would1h~v.e the effect of 
·· l ;c,•1 ,r;,,ni\ f; • signific~ntly;reducin'g ·tJie,cintegrafoD outpgtforn,ertjcaLpiilses ;-,smth!'t,a vertical sync 
c=r: ~)Jiup 1on c'.1aIJ1Plifie:rl W9uldjhave_·.tOib"eiused,?,(l rri ~o!I LHo,·\ .1fu...,::i1 UL11 q()1b ")~;-; 
'ion t:1 2;::/.'lO'HJ !:!!J1Lrl"J,ftir anbroadcastin·gisitu~tiOn) ther~care~alWay'BJ th6usai1ds, :offf~ceivers for every 
·io uiJ.'.. 1 ·':irb 1I .tra.Ils'frlitter!J.ftlisimuchimore .effi9ient.to:Cure llipo!erltial ,1)r0b1em fo ·ontUransmitter than 
·irtr qif[::i10ilt~!:.ii:rrthousands '.Of:.receive'rs8ThisJis·.lichieved 1hert!!!J¥,traii'smitting~pr~a:ec_[ualizing pulses. 

Because they are,trat\smitteq,1 the-appelliance of,the p\JlsMraimimll'ediately preceding 
·,~,c,r!:,,; li, -.,:f!!sthe Yi:rtica!1pulse is riowJthe same;aUhelend:ofleither-field;,aJld the resulting output is 
;;rlT . L::1qm1:;1the-::Saffie1in:1both casesj,:priqntb1theipre~.equa1izihg)pulses the(e.:iis1 stiJLan imbalance at 
•jf! "'"" 0 ,,q c:i, :the ena'.of! tlie,two, fields i !fhis,is,so: far:;ilpstr,an\cthat,any, charge due ,to, this imbalance 
oj :~JUr.rn:~ 1,:!Jri~itlissipated[ by·Jthe::.tim~1tHe.-:VertiCalfs)!nci pulstr;ariiv.eih !!!-. . m'.)cJui, l 
eri1 e;o 1;; o T _ L'.;JrtrJTr·JJ!The;ftiI1ctibn;of:thciipre2e'qualiZirig1 pulSesdS; se~n,!as ·fhe:ieq'uali~ation of charge 
,ri; rii i ,., l;o,i r, on) the:•integrating,circuitr:ca11acitbrscjust,J:,eforei'.thenirrlyaJr:oj1the, vertical sync pulse. 
o;; nc J,;r!J ,·cm;fhe<'fuilction• ofiiheipqs\equalizin!}ipulsesjsisqmewhat!lessdearuFigure 17-14 shows 
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that the first postequalizing pulse is needed for horizontal synchronization at the end of 
an even field, and one supposes that the remaining ones are inserted for symmetry. 

17-3.4 Vertical Deflection Circuits 
. As shown in the block diagram of Figure 17-9, the deflection. circuits include the 
vertical oscillator and amplifier for vertical scanning at 60 Hz and_ a similar horiz<J]1tal 
arrangement for scanning at 15,750 Hz. For either scanning, the oscillator provides a 
deflection voltage at a frequency determined by its time constants and corrected by the 
appropriate sync pulses. This voltage is used to drive the corresponding output ampli
fier, which provides a current of the. correct waveform, and at the right frequency, for 
the deflection coils. Magnetic deflection is always used for TV picture tubes and 
requires a few watts of power for the complete 90° or 110° (measured diagonally) 
deflection across the tube. Two pairs of deflection coils are used, one pair for each 
direction, mounted in a yoke around the neck of the picture tube, just past the electron 
gun. 

This section is devoted to the vertical deflection circuits in a TV receiver but, 
before these can be discussed, it is necessary to look.at the waveforms required and the 
means of producing them. · 

Sawtooth deflection waveform The scanning coils require a linear current change for 
'gradually sweeping the beam from one edge of the screen to the other. This must be 
followed by a rapid (not necessarily linear) return to the original value for rapid retrace. 
The process must repeat at the correct frequency, and the average value must be zero to 
ensure that the picture is correctly centered. The waveform just described is in fact a 
sawtooth current, obtainable from a sawtooth voltage generator. It is shown in Figure 
17-16a. 

If a capacitor is allowed to charge through a resistance to some high voltage 
(solid line in Figure 17-16c), the voltage rise across ·it will at first be linear. As the 
voltage rises across the capacitor, so the remaining voltage to which it can charge is 
diminished, and the charging process slows down (dashed line in Figure 17-16c). The 
process is useful because it shows that linear voltage rise can be achieved if the charg
ing process can be interrupted before its exponential portion. If, at this point, the 
capacitor is discharged through a resistor smaller than the charging one, a linear volt
age drop will result (solid line in Figure 17-16c). Although linearity is not quite so 
important for the discharge, speed is important, so that the discharge process is not 
allowed to continue beyond its linear·region, as shown in Figure.17-16c. Ifthe ratio of 
charge time to discharge time'is made about 8: l, we have the correct relationship for 
sweep and flyback of the vertical scanning waveform. · ' · 

Figure 17-16b shows 'ihe simplest method of obtaining the ch,i;ge/discharge 
sequence just described. Note that the charge process is not actually interrupted. The 
capacitor continues to charge (slowly) while it is being discharged, but this presents no 
problem. All that happens is that the discharge resistor is made slightly smaller to 
speed up discharge than it would have been if cl)arge had been interrupted. To stop the 
ilow charging during discharge would r~quiry a second switch synchronized with the 
first one, a needless complication. Note t~at Cblock in Figure l 7-16b ensures, that an ac 
sawtooth voltage is obtained from thisicirc/lit, being identical to Figure 17:16a. 
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FIGURE 17-16 The sawtooth wave. (a) Waveform; (b) simple generator; (c) capacitor 
charge~discharge wavefo_rms. 

Blocking oscillator Having determined what waveform is required for scanning, and 
the basic process for obtaining it, we must now find a suitable switch. A rimltivibrator 
will fill the bill, but not really at a frequency as low as 60 Hz. The blocking oscillator, 
which, as shown in Figure l 7-l 7a, uses an iron-cored transformer, is perfectly capable 
of operating at frequencies even lower than 60 Hz. It is almost invariably used as the 
vertical oscillator in TV receivers and is .also sometimes used as the horizontal os
cillator. 

The blocking oscillator, unlike a multivibrator, uses only one amplifying de
vice, with the transformer providing the necessary phase reversal (as indicated by the 
dots in Figure 17-1 ?a). As a result, there cannot really be a bistable version of such a 
circuit, but monostable and astable versions are common. Like the corresponding 
multivibrator, the free-running blocking oscillator is. capable of being synctµ-onized. 
The circuit shown is an astable blocking oscillator. A careful look reveals its similarity 
to the Armstrong oscillator. Although the operation could be explained from that point 
of view, it is more common, and probably easier; to understand the operation from a 
step-by,step, pulse-type treatment. \ 

The blocking oscillator uses an iron-cored pulse transformer, with a turns ratio 
having an n: 1 voltage stepdown to the base, and a 1 : n 1 ".oltage stepup to RL, RL is the 
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oscillations are likely tci-J,relilcoun:nm,eiiclofeacln:ollector pulse. 

The circuit diagram shows the base "\~~ding returned to a positiye voltage V0 • It 
is evident that this oscillator must be free-running, since there is no potential present 

wfrx:'i"" 1, I ;·.which·,cpuldrcilt •.!lie: base·offipermanently.ilNote·,thaflhe<ciicilff i:faiicBi,'converted to a 
triggered or monostable blocking oscillator by"tlfe'simple'expedienFo~furning V0 into a 
negative voltage. Trigger pulses are then required to make the circuit oscillate. 

Assume, initially, that there is a voltage.on C, v., larger than V0 - V1, where V1 

is the cut-in base-to-emitter voltage. Such a situation is in fact shown at the beginning 
~:11.; . :} niru1l;J;~ ·ofi iheiwavefutrnninIFigtirelv17::.:1rtb.nS'i"rice:rthisJ-fs the£'eittittet~:g-f0unCI1 voltage of the 
·101s ·1d i·-: i Jiu rn ltrallsiStor '3tftlia:t ,in·starit, 'the1ttansistot i~ qu:itei dt!arlf0FF"i,'J8.Tld ·G";;is'!thefefore discharg
. 1,~ t: i \ i'J?n g n i~ing ,exp'One·Ilt1a1I}' ,towaid 'grotrnd~1-w-fth;a'.1tirti(rc0nstantrk(kl.i\Wh"eri !i1 }~·reduced to equal 
:-.,!d£q:, "J 1{.iJJ3i·1vs *. Vjtrth8,base StartS-t(f)tfr~w .. cuttenf,laS tl6eS~he rc·oJiect6r /and:Yegenerative action 
::f!.l 6 h:),'.li '{kbeg-i'nsi j;,(,H![J; ?.i i! . .\H 0c) m.:Ji11,y1m! f!.:JV~ ,"'Jhn:11.!p:nl jt; ~.niH;YJ,j() "in 

-,_o /.:.;Jnosi1r.,d '.JJiJ ,'fj tr'heiintte~·ser(from·!an:foltHil va:1ue·:of:z~TO) Hi Cdlli!Ctor·cU:trei'Wlowers collector 
voltage, which in tum raises the base voltage. Still more ~collect'ot' current flows, 

-ec.ib ~nll(liiqmtresultirlg(in'.~a':furthCrrcfro))\1·n1colle1dOP ciiITeiiit,/lh pfa~tidil Cir6llits loop gain exceeds 
:JdJ ·.:d b:;11.·.)itrcinity,!:s(}!tha:t regenetati<JfOtakes11p1aeeiancntne-rtt:.ihs'iSfOI')iS Veiry q\Iickly driven into 
,'; riJu~ ·10 11oi.-1s·atuFa'tibnc:r ffhii biise,wavefohiii,::-W-hiC'h11fi'"'h6Fsho\Vl1here,:nas:eXaitIY1"the same appear
:;niJ:incq,•'_;'J'l(}'j anC·e ·a'Sithe collector wavefoirif'Of Figore,17/·!.SJ//GJrJr;:is'-iiiVerte'cfiantliscaled down by the 
.L-:::<;f;)(;1ibff{r'. faehJ'f k: l'-1)/c(JP,J ,,; ·ir:h)ii_~;,(; ;rnA::..r;[d [f_fI.!.Tifllfr'J::YJ°J ~:di .IO!Cltfr..'rlirnn 

·-:1'« 1,rni;, "' ,,[,os,101 ,i•Th'e'-,very,·sh'ort'peri'od'bf,rlirle'jlrsf'ifescribed·'triatks'the',t,egin'ning of the collec
.: n /(jq Jr;ri i rnn1·~btJoi.ttl)JJr:puistel.r i'Fhei ba'S-e·-volta'geiiS ijiOSitiVerantf 'sattiratedPWh11e th1e C6Ilector voltage 
1, e11..-rl"l .rioiu->T},ts-iatritstntinimllrrf and also:isatlffat(rdn'tliis cliftifdtibe frpenrtiui~nnaatei'Of affairs. After 

the transition to ON, the transistor collecwt1fmpeaanc·e"hlfloW/arid·,1rJdt'ms an integrat
(.>i.un ~mrn E riiing:circuitr-With-'th'ei:tnagnetizingriindiidtahCelbPth~.rfr8hsf6rifit'fr (v = L di!dt, so that 
srh c! _,,]\ .,/A CiJ rp.l(f .. >Jr- ~):~1.i!/0·1 ! 1,: l i, bw; .~);,.r;d :;flt C..J.i m'10liq-;k ';~_eHr:Y.-l i: :'\ rm :_!HJ\l'£d 



,;c;Y i =l 1/L Jv dt). The collector current begins to rise and continues to do so linearly, 
i'r-·--~~wli~Ie-the[colleaorV?Itag~,.remalfrf10WanC(C6IlstJmt1, After a time tc, nonlinearities 
fi ,preyerit,coJle.ctor curre_nt from increasing anY, furth~r;·aq\JJherefore the voltage across 
it'/ )heitrah~~?rrnehtart~'to1f').IL(sinc1,.v. . .:c Ldiltit, anodi(dlis.d~?pping). This makes the 
ii·'·-·· ··collectotm6re'pdsitiv.e''.iin'd tlie base less positive. Theiransisfo.r is quickly switched off 
ii(! tY teg1'll~r~~~,(~ctiqn. Altliough. the! puls~duratio~)Js_d~~i;jnir'fd basically by the 
!\\~ ·fI1agne

1
tiziPg induCtat\<;e of ~~ti'.~ transfmjmer ~n<l ther.{otal resist~hce across it, the calcu-

. l ___ latibn.is decide!ll)( coi;nplex. 'This is·betause·tl!e'.resistance.itse/.f is complex. It includes 
___ theJtransiJtor Ou'ti5pt rbsista'.ncb, its inp~t re~l.sfan'ce reflected rf~Mithe ;e~ondary and the 

I r ',--~ ' I , ;·lt•o 
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The voltag!'.a_\'.r"~LC.:Jcannot change itjstantr"'-199-~§Jy, a11'c! so it was unaffected 
by the rapid switching ON of the transistor. Althoµgh Ve remains saturated, charging 
current flows through C, which becomes mor?positive•grat!ually. It reaches its maxi
mum as the switching OFF transient begins. In la.no/ma! blol:king oscillator it is not the 
rise in emitter voltage Ve which cuts off the transislor. Th[S,is because, even when Ve 

reaches its maximum during the transistor ON period, the base voltage is higher still, 
beirrg'ihe>invers'e1oflhMow<di11~ctor v'olrage';::is' preffously 'iiieii.Hb'rie!H What initiates 
the switching OFF transient is quite definitely the drop difdt, as described above. 
C charges toward Vb, but this charging is abruptly terminated by the disappearance of 

'Hli d1i'.v ·rJriJ::itollecitOr.'curienoWhen thi:i tt~nstStot sWitches Off) 'PHe maxirriliitf,value,of ve is the top 
,,bsrn n,ud ,,tof1-th<i<sawtdoih.Jsh0Wn ·:trr:FigoreAl7-17b;11)\Jtef.'th6 sWftch1ng•bFF·1transient, C dis
\;,y\1t,'J:i ~:\;,\·3t\ bhatges tlitou.gh·tRt,i everitual,lY/'feachirig 'driceqaga:in'}the- :va1_uei v~rh;iVH' - v,; then the 
~-.dJ isri1 buii£J:baseICutstfin\·.·atidtth~iptdc~SLtepeatsi: Ifslisuse:~n:i~at:,the'dFF:p·eriOU.-JjtJt and the plllse 
"'' hm; i ·,, 1c,-repe\itiorl ·ratelfai.go,;,ern'etl'loyJtne,tirnerc6nsranti .RC1 rol.a;,iJarge;exteni, 
;J ·s0frx-;q1>J ::i1l1 'in ·JrToe:1peridd '""Of) tlfe:\sa:-«rto8th:1f~.iunnirig:::ascillation l1s1.if.::::::tp+ td. As with 
~r:o l £; , mum i;< othetireiax-a'.ti~D.-·'os:CilliiforS-~ th~e ,period '.:rtlat,:oersiiortehed.;r:making.~the'-'Oscillator a syn
" id J esdw b ri :, uchronizecI:oniii, iby, in\,--ap"plfoatiojn, r, posltivetpulses ii0"the,base"jus~ tief6re the transistor 
311ivi;ti ~1gm!0\·Wduld hct.V~'s-Witcned- 0NibfVits1:oW.fl.,accoi-ci)1lLikedftiultiVtb'tatofs\' blocking oscillators 
l ism, " ,,,,,bi, ihave·periws: th',frcaii' be'ShO"rte'nedipbut:hot leiigtheried ,, bf trigger' pulses. A switching
noi JouLao,i '1fiion'cpu)se'carrivihgtat th'e'base)lsFizftef.:tlreitfl\hSisici\f:1:fasiswttcli&i itSelf'ON is of no use 
:;i/J brn.10-u; b:;1Jr:whii.t~Ver-.1n:J/~ Gi fryurnn irl:

0
:i~-,r! :iriT .1l1u:Y£ Hr":; .'.ri;;rbrl T.:.t.c;','m;t iJ hn1; , ~-1miJ 

.-"The> rapi(lc\:11trentlcli'ange'•thro11gh1the ttlinSfotinerfat'tli6'eritViif the switching 
?i r·\ ~;0 ')?i>d '.:dfFJ•.tranSforttiiirdu:cesiH. 0-l'ar'gef,bVetshoot\fo,1itieYCbllectoP Wavefdrm. Because of trans
. \'1 - gi ii 11.ifdmier a:cffbn ;)r31 la:rge· TI.egative::goitig:" OVefshoQtiis .'"alSCf i"tiCh.1Ced !ifl! th:e!.)jase waveform. 
:ri1 c1t n? Lr1D , Nriless ,J)r6p-e-rI5",fdamped, ~tfiisr1c·atl·1cafrsectih'ging;.'(decaYing;QScillati0n"s1at the resonant 
. i:,orn; ! ,i . bis0frequehoy ofcthe. rransfom\eharid',~trafi:apacitafl<.fes)!, as'ishown'"bfthe0 dashed line in 
.. fj1.-:.,1 ·t'Jrtno l~n.Figure-lli7-'ll7p.ii ft;·iSrithejfuti6tiOi1 'ofiJ?1.;;to1daffipr thi~to'$tillati0n, so that it does not 
Lrn, ''·" io~. -ov ilpei;istiaftec'ifie. fivs"t haJfitycle.1Jf.:this Wete·:nbnic\defthe trafis"lstbr could switch itself 
, kn "'""' ;n l'.lo'<i>N:too·ea'.rlr,J Care\"rirust:bMakert'to" ensure! !hahhe lialf0cyo1ii bvetshoof-that does occur 

. ;):Jn'.J i:iTtib ~irn.1s n6t so Ihr:ge~as•ioeexceed ;ihebtse:or d:illeCtor·-btehkltoWfliVoltage·. ~1diode across the 
b:JG!J zi :-;IJoib prith·ary:1wihdi11g Qfi th'.et bIOdKing-iOSCillatctt tfanSfotrrietH:S>ibmetimeS:tised to provide 
ni \·E.:ilYJ! Jci! Jimiting>.oi2i('.'.Jl ln;ol :.;rlJ ·rr:: u~1ii ni ,h~\' ·10 ~:nibrfrN '(H~mhq •;d1 ;,;r_,._nr; 

. .\!-\! ~"ll..!.'.)"l 

Vertical oscillator A television receiver vertical oscillator, together with a typical 
. --2l!L":I '" r!Jiw 'J.bUtpUtq;tage,i\is;f$h"o"Wrti'.ji11·FigWre, fv:.,i:s:;·;Jr!.fS1'seensto ;oe-ra-1b1bckiiig'-ibscillator quite 
· HI·\ . g i -\' f ·:nu::s"ifu'iiatifr> ,the·.dne1usr.Qisctis~e·d,~6Ut:With'rschneoc&itip'Onbnts1aatletl"rtC.f'inake it a practi-
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FIGURE 17-18. TV receiver basic vei:_tical oscillator and output ~tage. 

cal proposition. The first thing to notice is the resistor R, which, together with the 
capacitor C, has been shifted to the collector circuit.. This resistor has been made 
variable in part,and.this part is labeled Vheight· This is in fact the vertical height control 
in the TV receiver and is virtually a vertical size gain control. It will be recalled that the 
charging period of C is governed by the blocking oscillator transformer Tr! and its 
associated resistances. By adjusting R, we vary the charging rate of the capacitor C, 
during the conduction time of the transistor Tl. If R is adjusted to its maximum, a long 
RC time constant will result,, and consequently C will not charge very much during this 
time. The output of the b,locking oscillator will be low. Since this is the voltage driving 
the vertical output stage, the yoke deflection current will also be low, yielding a small 
height. If the value of R is reduced, C will charge to a higher voltage during conduction 
time, and a greater height will result. The height control is generally located around the 
back of the TV receiver, to reduce misadjustments by its owner. 

Vhold is the vertical hold control, with which positive bias on the base of Tl is 
adju,sted. A glance at Figure 17-17 shows that this has the effect of adjusting V8 - V1. 

In this fashion the voltage through which RC must discharge is varied, and so is the 
discharge period (indirectly). The vertical frequency, i.e., vertical hold, is varied. 

As envisaged in the preceding section, the blocking oscillator transformer terti
ary winding is used for the application of sync pulses. They are positive-going and 
used to initiate prematurely .the conduction period of Tl. This has the effect of control
ling the period of the sawtooth, so that this is made equal to the time difference 
between adjoining vertical sync pulses. Note finally that a protective diode is used 
across the primary winding of Tr 1, in lieu of the load resistor across the tertiary in 
Figure 17-17. ' 

Vertical output stage The vertical output stage is a power output stage with a trans
former-coupled output, as shown by T2 and its associated circuitry in Figure 17-18. Ari 

- - -------------
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additional amplifier is often used between the vertical oscillator and output stage. This 
driver generally takes the form of an emitter-follower, whose function is to isolate the 
oscillator and provide additional drive power for the output stage. 

The deflection voltage from the vertical oscillator provides a linear rise in base 
yoltage for the output stage, to produce a linear rise in collector current during trace 
time. The drive voltage cuts off the amplifier during retrace, causing the output current 
to drop to zero rapidly. The result is a sawtooth!outputcurrent in the primary and 
secondary windings of the vertical output transformer Tr2, and this induces the saw
tooth deflection current in the vertical coils in the yoke. In actual practice, the situation 
is a little more complicated. The inductance of the coils and transformers must be taken 
into account, so that a ·certain amount of wave shaping must take place, with R-C 
components which have not been shown. Their function is to predistort the driving 
waveform, to produce the correct sawtooth deflection current in the yoke coils. 

The Vlin potentiometer is the vertical linearity control of the receiver, again 
located at the back of the receiver. Its adjustment varies the bias on the output transistor 
to obtain the optimum operating point. The thermistor across the primary winding of 
Tr2 stabilizes the collector-of..!2, and the resistors across the yoke coils have the 
function of preventing ringing immediately after the rapid retrace. Their values are 
typically a few hundred ohms. If ringing is not prevented, the beam will trace up and 
down in the (approximately) top one-third of the screen, producing broad, bright hori-
zontal bars in that area of the screen. . 

Note lastly the high supply voltage forthe output transistor. This is needed to 
provide the large deflection swing required, of the order of lOO V peak to peak. 

17-3.5 Horizontal Deflection Circuits 
The function performed by these circuits is exactly the same as already described for 
the vertical deflection circuits. There are some practical differences. The major one is 
the much higher horizontal frequency. This makes a lot of difference to the circuitry 
used by the horizontal oscillator and amplifier. Another important difference, as shown 
in the block diagram of Figure 17-9, is that the horizontal output stage is used to 
provide the anode voltage for the picture tube. The current requirement is quite low, of 
the order of 800 µ,A. The voltage required is 10 to 18 kV. It must be produced some
where in the receiver, and the horizontal output stage happens to be the most conve
nient point. The final difference between this and the vertical output section is quite 
minor but worth mentioning here. This is the fact that, since the aspect ratio of the 
picture tube favors the horizontal side by 4: 3, the horizontal deflection current must be 
greater ·by the same amount. 

Horizontal oscillator and AFC Being much narrower than vertical sync pulses, and 
occurring at a much higher rate,_ horizontal pulses are a lot more susceptible to noise 
interference than vertical sync pulses. The latter contain a fair amount of power (25 
percent modulation for just over 190 µ,s), and it is unlikely that random or impulse 
noise could· duplicate this. The output of the vertical sync separator may be used 
directly to synchronize the vertical oscillator, ·as was shown in the preceding section. 
Here the situation is different. A noise pulse arriving at the horizontal oscillator could 
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quite easily upset its synchronization, through being mistaken for a horizontal sync 
pulse. The horizontal oscillator would be put out of synchronism, and the picture 
would break up horizontally. This is clearly undesirable, It is avoided in a practical TY/ · 
receiver by the use of an AFC system which isolates the horizontal oscillator so. that 
neither sync nor noise pulses actually reachit. // 

The AFC loop uses a Foster-Seeley discriminator in a manner similar to that 
described in Section 5-3.3. The output of the horizontal sync separator is compared 
with a small portion of the signal from the horizontal output stage.'!f the two frequen
cies differ, a de correcting voltage is present at the output of the discriminator. When 
the two frequencies are the same, the output is zero. Note that the system depends on 
average frequencies instead of individual pulses. 

Since the output of the horizontal AFC system is a de voltage, the horizontal 
oscillator must be capable of being dc-9ontrolled. This is certainly true of the blocking 
oscillator, which is one of the forms of the horizontal oscillator. If, in this so-called 
synchro-phase system, a de voltage is applied instead of+ 18 V at the top of the Vhold 

control in Figure 17-18, frequency control with a de voltage will be obtained. The 
reasoning is identical to that used in explaining the operation of the vertical hold 
control. 

Multivibrators are also quite used as horizontal oscillators, and their manner of 
synchronization by a de voltage is very similar to the blocking oscillator's. The system 
is called synchro-guide. Recognizing that sinusoidal oscillators are-somewhat more 
stable in frequency than pulse oscillators, some receivers use them. The system is then 
called synchro-lock, and the control voltage is applied to a varactor diode in the oscilla
tor's tank circuit. 

Horizontal output stage As in the vertical system; there is generally a driver between 
the horizontal oscillator and the horizontal output stage. Its function is to isolate the 
oscillator and to provide drive power for the horizontal amplifier. It also matches the 
relatively high output impedance of the oscillator to the very low input impedance of 
the horizontal output stage, which is a high-power (about 25 W output) amplifier. The 
circuit diagram of a very simplified horizontal output amplifier is shown in Figure 
17-19. 

This is a highly complex stage, whose operation is now briefly indicated. The 
output transistor is biased in class C, so as to conduct only during the latter two-thirds 
of each line. It is driven with a sawtooth voltage, which is large enough to drive the 
output transistor into c_onduction from roughly one-third along.the horizont~l line to 
just beyond the start of the ·flyback. While the output stage is conducting, a sawtooth 
current flows through the output transformer and the horizontal yoke coils, so that the 
beam is linearly deflected. Meanwhile the damper diode, Di, is nonconducting, since 
its cathode is positive with respect to its anode. 

The onset of the fly back promptly and vigorously switches off the output ampli
fier. If it were not for the damper diode, ringing would now begin, as previously 
explained in connection with the blocking oscillator. The typical frequency in the 
horizontal output transformer would be·of the order of 50 kHz. What happens instead 
is that, as soon as flyback begins, the damper diode begins to conduct. This does not 
prevent the initial, negative-going half-cycle of oscillations. Since D 1 is conducting, 
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tl\e capacitor C is charged, and in this manner energy .is stored in it, instead of being 
available for the ringing oscillations. The damper diode prevents all but the first half
cycle of oscillations and charges the capacitor C. The fact that the initial oscillatory 
swing took place is all to the good, because it helps to speed up the retrace. 

· At the end·of the flyback C begins to discharge, through D 1 and the primary of 
the horizontal output transformer. If conditions are suitably arranged, the current due 
to the discharge of this capacitor provides the scanning current to the horizontal yoke 
coils for the "missing" first one-third of each line. The advantage of doing this, 
instead of letting the output stage handle the whole scan (as was done in the vertical 
output stage), 'is that the maximum voltage rating ~nd power handled by the horizontal 
output transistor are reduced by about one-third. Bearing in mind that, because of the 
4 : 3 aspect ratio, more horizontal than vertical scanning power is needed. This system, 
though in practice somewhai more complicated than just described, is invariably used 
in practical TV receivers: Note that, just as in the vertical output stage, the horizontal 
amplifier takes a large de supply voltage, and that a small winding is provided on the 
output transformer for a comparison signal used in the horizontal AFC system. 

The first half-cycle of oscillations after ihe flyback (the one not stopped by the 
damper diode) may reach a value in excess of 5 kV peak. This is boosted to 15 kV or 
more with the overwind. which is the additional winding in the output transformer, 
connected to D2• This HV (high'voltage) diode rectifies the pulse and derives a de 

· voltage from it which is applied to the anode of the picture tube. The filament voltage 
for this rectifier, as shown in Figure 17-19, is obtained from anolher (generally single
tum) winding on the horizontal output transformer. Note that the current requirement is 
under I mA, and consequently the power removed from the output stage in this manner 
is under 1.5 W. 
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The filtering of the HY rectifier output is obtained in a rather cunning manner. 
The filter resistor RF is gen!'rally very small, of the order of a few ohms. The filter 
capacitance CF is typically about 800 pF. Although these are quite small values, it 
must be remembered that the frequency is 15,750 Hz, and so these small values are 
sufficient. The cunning part of the proceedings is that CF is not a capacitor. It is in fact 
the stray capacitance between the inner and outer (earthed) aluminiied coatings of the 
picture tube. Note that if any of the horizontal stages fails, so will this scheme, and the 
picture will disappear, since the picture tube anode voltage will have disappeared also. 

COLOR TRANSMISSION AND RECEPTION 

The subject of color transmission and reception was introduced in Sections 17-1.1 and 
17-2. l. It was seen that the color TV system requires the transmission and reception of 
the monochrome signals that have .already _been discussed, and in addition specific 
color information must be sent and decoded. It now remains to specify the require
ments in more detail and to show how they are met. 

17-4.1 Introduction 
If color TV had come before monochrome TV, the system would be far simpler than it 
actually is now. Since only the three additive primary colors (red, blue and green) need 
be indicated for all colors to be ·reproduced, one visualizes three channels, similar to 
the video channel in monochrome, transmitted and received. One further visualizes 
FDM rather than three separate transmissions, with signals corresponding to the three 
hues side by side in the one channel. Regrettably, 9olor TV does not work that way. If 
it did, it would not be compatible. However, there is nothing to prevent a nonbroadcast 
color TV system, such as closed-circuit TV, from working this way. 

Compatibility Color television must have two-way compatibility with monochrome 
television. Either system must be able to handle the other. Color transmissio~s must be 
reprodu_cible in black and white on a monochrome receiver, just as a color receiver 
must be capable of displaying monochrome TV in black and white. The day all mono
chrome transmissions are superseded, which has already arrived in the industrialized 
countries, it will still not be possible to simplify transmission systems, because too 

. many sets are already using the existing ones. 

1. 

2. 

In orde~ to be compatible, a color television system must: 

Transmit, and be capable of receiving, a luminance signal which is either identical 
to a monochrome transmission, or easily converted to it 
Use the same 6-MHz bandwidth as monochrome TV 

3; Transmit the chroma information in such a way that it is sufficient for adequate · 
color reproduction, but easy to ignore by a nionochrome receiver in such a way 
that no i'nterference is caused to it . . 

Colot combination·s White may be synthesized.by the addition of blue (B), green (G) 
and red (R). It ~ay equally well be synthesized by the addition of voltages that corre-
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spond to these colors in the receiver picture tube. It is not just a simple matter of saying 
white (Y) equals 33V, percent each of B, G and R. This is because, optically, our eyes 
have a ~olor frequency response curve which is very similar to the response c~rve of a 
single-tuned circuit. Red and blue are at the two edges, and green is right in the middle 
of the response curve. Our eyes are most sensitive to green. They are about twice as 
sensitive to green as to red, and three times as sensitive to red as to blue. The result is 
that "100 percent white" is given by 

Y = 0.30R + 0.59G + O. I IB (17-1) 

Equation (17-1) in fact gives the proportions of the three primary colors in the 
luminance transmission of an NTSC color TV transmitter. Note that it refers to the 
proportions, not absolute values. That is to say, if Y, as given by Equation (17-1), has 
an amplitude that corresponds to 12.5 percent modulation of the carrier, the receiver 
will reproduce white. If the amplitude of the Y video voltage yields 67.5 percent 
modulation, a black image results. Any value in between gives varying shades of gray. 

Since three primary colors must be capable of being indicated, two more sig
nals must be sent. These clearly cannot be pure colors, since Y is already a mixture. In 
the NTSC system, the remaining two signals are 

. I = 0.60R - 0.28G - 0.32B 

Q = 0.2IR - 0.52G + 0.31B 

. (17-2) 

(17-3) 

I stands for "in phase," and Q for "quadrature phase." Both terms are related 
to the manner of transmission. Figure 17-20 shows how the Y, I and Q signals are 
generated, and Figure l 7-21a is a color disk (in monochrome!) showing how the 
various signals_ and colors are interrelated. The color disk shows that if the received Q 
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FIGURE 17e20 Color camera tube and matrix arrangements, showing typical resistor 
values for the Q matrix. (It is assumed that the phase inverters shown have unity gain.) 
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FIGURE 17-21 (a) Color phase relationships and NTSC chroma_vectors. (b) Color combi
nations. 

signal is instantaneously zero and/ is maximum, a saturated reddish-orange will be 
reproduced at that instant. Had I been less than maximum,'a paler (i.e., less saturated), 
color of the same reddish-orange would have been reproduced. To take another exam
ple, consider / = 0 and Q = negative maximum. The resulting color is a saturated 
yellowish-green. Most colors are in fact ob_tainable from vector addition. It may be. 

- checked by vector addition on the color disk that 0.8Q - 0.6/ yields saturated, almost 
pure blue. Various combinations of the transmitted I and Q signals may be sent to 
represent-whatever color is desired ,(see Figure 17-2lb) .. 

In addition to showing the phase relations of the / and Q signals of either 
polarity, the color disk also indicates three other vectors. The first of these is the color 
buret, which, as the name suggests, is a short burst of color subcarrier. It is sent once 
each horizontal line and is used in the receiver as a phase reference. This is required to 
ensure that the absolute phase of the I and Q vectors is correct. If it were not sent and 
a spurious +90° phase shift of the color subcarrier in the receiver occurred,/ would be 
mistaken for Q, and Q for -I. The resulting reproduced colors would have the correct 
relationship to each other, but they would be absolutely wrong. The (R - Y) and 

- (B - Y) vectors are not transmitted but are often used in the receiver. 

17-4.2 Color Transmission 
' Having discussed the manner of indicating luminance and the two components of 

chrominance in color TV, it is now necessary to investigate how they may be_ modu
lated and sent in the 6-MHz channel, without interference to monochrome TV.' · 
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Color subcarrier and chroma modulation The actual transmission methods used 
for the chroma components of the color TV system were determined by the following 
requirements and observations: 

1. The sound carrier frequency must remain 4.5 MHz above the picture carrier 
frequency, because all TV receivers used the intercarrier system of sound detec
tion, as explained in Section 17-3.2. 

2. The energy dispersal of monochrome TV was found to be concentrated, clustered 
in fact, at harmonics of the line frequency. Significant video energy would be 
found at frequencies such as 15,750, 31,500, 47,250, 63,000 Hz, ... 
1.575000, 1.590750 MHz, and so on to the 4.2-MHz upper frequency limit for 
video. 

3. There was very little video energy at frequencies midway between adjoining line 
frequency sidebands, such as 39,375 Hz (midway between the second and third 
sidebands) or at 1.582875 MHz (midway between the 100th and 101st 
sidebands. Note that these are odd harmonics of one-half the horizontal scanning 
frequency. 

4. To arrange for the video voltages due to the chroma signals to fall within these 
"vacant slots," it would be necessary to have a color subcarrier frequency which 
was also an odd multiple of one-half the hori_zontal scanning frequency. 

5. To minimize further any possible interference between the chroma and lumi
nance video voltages, it would be a good idea to have the color subcarrier fre
quency as high as possible. 

6. The color subcarrier frequency must not 'be too high, or else: 
(a) It would tend to interfere with the sound subcarrier at 4.5 MHz). 
(b) the video voltages due to chroma would fall outside the 0- to 4.2-MHz video 

passband of the TV system. , 
7. To reduce further the possibility of interference between the sound subcarrier and 

video voltages due to color, it would be a good idea to make the sound subcarrier 
frequency a multiple of the horizontal scanning frequency. 

8. Since the 4.5-MHz frequency was ''untouchable,'' it would be necessary to work 
the other way. The 286th submultiple of 4.5 MHz 'is 4,500,000/286 = 
15,734.26 Hz. This is in fact the horizontal scanning frequency of color TV 
transmitters and receivers. It is within 0.1 percent of 15,750 Hz as used in mono
chrome TV and quite acceptable to that system. 

9. Since the vertical field frequency is derived from the same oscillator as the 
horizontal line frequency (see Section 17-2.3), this would have to be altered 
correspondingly. The vertical frequency used in practice by color systems is 
59. 94 Hz. This is so close to the monochrome frequency as to be perfectly 
acceptable. 

10. The eye has much poorer resolution for color than for brightness. It is able to 
distinguish brightness variation between two adjacent points which are too close 
for it to be able to note a hue variation between them (as long as their brightness 
is the same). The chroma video bandwidth need not be as large as the luminance 
bandwidth. 

. 11. The eye's resolution for colors along the Q axis (reddish-blue-yellowish-green) 
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/, '/ 

is only about one-eighth of its luminance resolution, so that a 0.5-M.Hz band
width for the Q signal would suffice. It is able to resolve the colors along the I 
axis (yellowish-red-greenish-blue) about three times better than that. A 1.5-
MHz bandwidth for the I signal would be needed. 

12. Bandwidth could be saved, and interference minimized, if the I signal were sent 
by using vestigial-sidebart_d modulation, with the top 1 MHz of its upper 
sideband suppressed. 

13. Interference would be further reduced if the color subcarrier frequency were 
suppressed. 

14. The best method of combining the I and Q signals seemed to be the modulation of 
the same subcarrier by them, with a 90° phase difference between the I and Q 
signals. 

15. The (suppressed) color subcarrier should be located so high that the upper 
sidebands of the signals modulating it (both extending 0."5 MHz from this subcar
rier) should come just below the 4.2-MHz upper frequency limit of the video 
channel. 

16. Since the color subcarrier is suppressed, some other form of color synchroniza
tion will have to be employed, to ensure correct absolute phases of the land Q 
signals in the receiver (as explained in Section 17-4.1). 

The foregoing considerations have resulted in the use of a color subcarrier 
frequency that is the 455th harmonic of half the horizontal scanning frequency. An
other way of putting it is to say that the color subcarrier frequency is the 277th har
monic of the horizontal frequency plus one-half of the horizontal frequency. Either 
way, we have 

f,_. = 
15

'
7
~
4

·
26 

X 455 ;,, 3,579,545 = 3.579545 MHz 

This is the actual frequency generated. For simplicity, it is normally quoted as 
3.58 MHz. 

The 3.58-MHz reference signal is sent in the form of a brief pulse, or burst. It 
is superimposed-on-top oftne-back"-porcfi of each horizontal sync pulse. It will be 
recalled that the duration of this period of horizontal blanking is approximately 6 µ.s. 
The burst of 3.58 MHz consists of 8 to 11 complete cycles. These occupy a period not 
longer than 3.1 µ.s, so that adequate time is available for its sending. The peak-to-peak 
amplitude of the burst signal is approximately 15 percent of the percentage modulation 

1iange of video. Since it is superimposed on the 75 percent modulation blanking level, 
its peak-to-peak amplitude range stretches froin 67.5 percent at the lowest point(top of 
the black level) to 82.5 percent at the highest point (one-third of the way from blanking 
to sync tops). It does ·not interfere with monochrome TV and is usable by a color 
receiver, as will be ~een. N_ote that the color burst is not sent during the vertical 
blanking period, during wh_ich it is not needed. 

Color transmitters The block diagram of a color TV transmitter is shown in Figure 
17-22. This is a simplified block diagram, in which the sections not directly related to 
color TV (and hence previously discussed in Section 17-2) have been "attenuated." 
Note that each block repres~nts a function, not just a single circuit. 

\. 
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TheY, I and Q outputs from the color matrix are fed to their respective low-pass 
filters. These filters attenuate the miwanted frequencies, but they also introduce un
wanted phase shifts. Phase-compensating networks (not shown) are inserted after the 
filters, to produce the correct phase relatfonships at the balanced ·modulators. 

The output of the color subcarrier generator is sent in three directions. One of 
the three outputs is used to synchronize. the blanking and sync pulse generators. Their 
output, in turn, is transmitted as in monochrome TV, and a portion of it is used to 
synchronize the transmitter cameras, as well as introducing blanking into the transmit
ted video. The second path for the 3.58-MHz oscillator output is to the color burst 
generator, which is a fairly complex piece of equipment that ensures the correct trans
mission (and phase preservation) of the color burst. The last output from this oscillator 
is fed to a 57' phase shifter, to provide the necessary shift for the/ signal. A further 90° 
phase shift. is produced, giving a total of 147° (180° - 33° in Figure 17-2la) for the Q 

· signal. Note the 90' phase difference between the / and Q signals. 
The/ balanced modulator produces a double-sideband (suppressed-carrier) sig

nal stretching 1.5 MHz on either side of the 3.58-MHz subcarrier. The vestigial
sideband filter then removes the top I MHz from that. The output of the Q balanced 
modulator is a signal occupying the range of O. 5 MHz below and above the suppressed 
3.58-MHz subcarrier. The added 90' phase shift puts this signal in quadrature with the 

· I component; hence the name "Q signal." 
All these signals are fed to the adder, whose output therefore contains: 

1. The Y luminance signal, occupying the band from O to 4.2 MHz, and virtually 
indistinguishable from the video signal in monochrome TV 

2. Synchronizing and blanking pulses, identical to those in monochrome TV, except 
that the scanning · frequencies have been slightly shifted as discussed, to 
15,734.26 Hz for the horizontal frequency and 59.94 Hz for the vertical fre-
quency. _ 

3. (Approximately) 8 cycles of the 3.579545-MHz color subcarrier reference burst 
superimposed on the front porch of each horizontal sync pulse, with an amplitude 
of ±7.5 ·percent of peak modulation 

4. An I chroma signal, occupying the frequency range from 1.5 MHz below to 
0. 5 MHz above the color subcarrier frequency, and an energy dispersal occupying 
the frequency clusters not used by the luminance signal 

5. A Q chroma signal, occupying the frequency range from 0.5 MHz below to 
0.5 MHz above the color subcarrier frequency, and an energy dispersal occupying 
the same frequency clusters as the/ signal, but with a 90' phase shift with respect 
to the / signal -

;!'he output of the adder then undergoes the same amplifying and modulating 
processes as did the video signal at this point in a black-and-white transmitter. The 
signal is finally combined with the output of an FM sound transmitter, whose carrier 
frequency is 4.5 MHz above the picture carrier frequency, as in monochrome TV. 

It is worth pointing out at this stage that one of the main differences between the 
PAL system and the NTSC system so far described is that in the PAL system the phase 
of the/ and Q signals is switched after every line. This tends to average out any errors 
in the phase of hue that may be caused by distortion or noise and tends to make this 
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system somewhat more noise-immune. This phase alternation by line. is what gives this 
system its name. 

17-4.3 Color Reception 
There are a large number of circuits and functions which monochrome and color 
television receivers have in common. A color TV receiver (like its monochrome coon- i 

terpart) requires a tuner, picture and sound IF stages, a sound demodulator section, ' 
horizontal and vertical deflection currents through a yoke, a picture tube anode high de 
voltage, and finally video amplifiers (luminance amplifiers in this case). Where the 
construction and operation of these circuits are virtually the same as in monochrome 
receivers. If they differ somewhat from their black-and-white counterparts, the differ
ences will be explained. Those circuits that are specific to color TV receivers will be 
described in some detail. 

The sections of the color TV receiver that are most likely to be quite new are the 
picture tube.and the circuits associated with i(. Although the picture tube is the final 
point in the color receiver, it actually makes an ideal starting point in the discussion of 
color receivers." 

Color picture tube and its requirements A color picture tube requires correct sweep 
currents, input voltages and drive voltages. Having said this·very quickly, it is now a 
good idea to examine the circuit block of Figure 17-23, to gauge the complexity of 
those requirements. The tube has three cathodes, or electron guns; they may be in-line 
or in a delta formation. It is the function of each cathode to produce an electron beam 
which, having been affected by various voltages and magnetic fields along its path, 

· eventually reaches the correct part of the screen at precisely the right time. The main 
. difference between this tube and a monochrome tube is that three beams are formed, 
instead of just one. · 

Some color TV receivers, such as the one whose partial block is shown in 
Figure 17-23, use the picture tube as a matrix. In others, voltages fed to each of the 
three hue amplifiers correspond to the pure primary colors, blue, green and red. In the 
receiver type shown, the output of the color demodulators has two channels, with 
voltages corresponding to (8 - Y) provided in one of the channels, while the other 
channel provides (R - Y). The next section will show how and why these two signals 
are obtained. Each of the signals is amplified separately, and they are then added in the 
correct proportions to produce the (G - Y) video voltages. Reference to the color 
vector disk of Figure 17-2la will .show that, as a good approximation, the vector 
addition of -0.SR and -0.28 produces the G vector. If the same voltage, Y, is 
subtracted from all three, the relationship still holds, and we have 

(G - Y) = -0.S(R"- Y) - 0.2(8 - Y) ,., (17-4) 

The (G - Y) adder of Figure 17-23 performs the function of Equation (17-4) with the 
- aid of circuits similar to those of Figure· 17-20. The three primary color voltages (with 

the luminance voltage, Y, subtracted from each) are now applied to their respective 
grids, as shown in Figure 17-23. There is a potentiometer in each path (not shown), to 
provide adjustment ensuring that' the three drive voltages have the correct a!Ilplitudes. 
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FIGURE 17-23 Television color picture tube and associated circuitry. 

If this were not done, one of the cqlors on the screen could predominate over the 
others. 

In a monochrome transmission, all three grid voltages would be zero, and the 
9nly voltage then modulating the beam currents would be the -Y luminance signal 
applied to all three cathodes in parallel. In a color transmission, the four drive voltages 
will all be produced. The luminance signal applied to the cathodes will add to each of 
the grid voltages, canceling the Y component of each and ensuring that only the R, G 
or B video voltages modulate the respective beams from this point onward. Note that 
usual 180° phase reversal between grid and cathode takes place here also. The -Y 
voltage applied to the cathodes is equivalent to + Y at a grid, and addition does take 
place. 

The three beams now pass the color purity magnets. These are small, adjustable 
permanent magnets, which have the task of ensuring that each resultant color is as pure 
as possible. Adjustment is made to produce minimum interference between the beams. 
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The. next port of call for the beam is a series of three screen grids. Aside from 
accelerating the beam, as in any other vacuum tube, these screen grids have a ·,ery 
important function. Each is connected to a positive de voltage via a potentiometer, 
which is adjusted to give the same cutoff characteristic for .each beam. To·ere will be 
the same input-voltage-beam-current relationship for the small-drive nonlinear portion 
of each electron gun's operating region. This is necessary to ensure that one beam does 
not predominate over the others in this low-drive portion of the curve. Otherwise white 
could not be obtained at low light levels. Control of the cutoff characteristics at the 
screen grid is convenient and common. 

It is then necessary to focus each beam, so that it has the correct small diameter. 
· This ensures that fineness of detail is obtainable, like painting a canvas with a fine 
brush. Focusing is performed with an electrosta.tic lens, in the form of a grid to which a 
de potential of about 5 kV is applied. The current requirement is very low, so that it 
is possible to obtain the focusing voltage by rectifying the flyback pulse in the horizon
tal output stage. The operation of the focus rectifier is identical to that of the. HV 
rectifier in monochrome receivers, as described in Section 17-3.5. 

We must now switch our attention to the color screen end of the picture tube. 
This is a large glass surface with a very large number of phosphor dots on it. Three 
types of medium-persistence phosphor are used, one for each of the three colors. Dots 
(or sometimes small stripes) of one of the phosphors will glow red when struck by the 
beam from· the "red gun,." with an intensity depending on the instantaneous beam 
current. Dots of the second phosphor will similarly glow green, and those of the third 
will glow blue. The dots are distributed uniformly all over the screen, in triplets, so 
that under a powerful magnifying glass.one would see three adjacent dots, then a §mall 

· space, three more adjacent dots, and so on.-A correct picture is obtained if the beam for 
each gun is able to strike only the dots that belong to it. Students will appreciate what 
an unreal picture would be obtained if, for example, the beam from the "blue gun" 
were able to strike phosphor .dots which could glow green or red. 

The shadow mask is used to ensure th.at a beam strikes only the appropriate 
phosphor dots on the screen (see Figure 17-24). It is a thin metal plate with about 
200,000 small holes, corresponding to the (approximately) 200,000 screen dots of each 
color.The holes, or slots, in the shadow mask are arranged so that there is one of them 
for each adjacent trio of phosphor dots (or stripes). Since each beam strikes from a 
slightly different angle, it is possible to position the shadow mask so that each beam 
can strike only the correct dots." 

· The shadow mask is bonded into place during the manufacture of the tube, so 
there is no question of adjusting it to ensure correct physical alignment. Any adjust
ments that are performed during the lineup of the receiver must be on the beams 
themselves. The process is known as adjustment of the convergence. It is performed 
with the convergence yoke, situated just before the deflection yoke as shown in Figure 
17-23. The convergence yoke has a set of three coils, each with its own permanent 
magnet, which is adjustable. Convergence for the undeflected beam, or static conver
gence, is obtained by adjusting the permanent magnets. Dynamic 'convergence, when 
the beam is being deflected, is provided by varying the currents through the. conver
gence coils. These currents are derived.from the horizontal and vertical deflection 
amplifiers. 

I \ 
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FIGURE 17-24 Shadow mask. 

The beams, now more than halfway to the screen, then encounter the vertical 
and horizontal coils in the deflection yoke. What happens then is exactly what hap
pened at the corresponding point in a monochrome receiver, except that here three 
beams are simultaneously deflected, whereas previously there had been only one 
beam. The methods of providing the requisite deflection currents are also as already 
described. 

It is worth mentioning at this point.that most color picture tubes now, like their 
monochrome counterparts for some time, have deflections of the order of lJO', 
whereas these previously had been 90'. This defleciion, it will be recalled, is given as 
the total comer-to-corner figure, and it corresponds to 55' beam deflection away from 
center, when the beam is in one of the four corners of the picture tube. The greater the 
deflection, the shorter need the tube be. 

Since the length of the picture tube determines the depth of the cabinet, large 
deflection is advantageous. It does have the disadvantage of requiring greater deflec
tion currents, since more work must be done on.the beams to deflect them 55' from 
center, instead of 45'. The problem is somewhat alleviated by making the 110' deflec
tion tube with a narrower neck, so that the. deflection coils are closer to the beams 
themselves. The magnetic field can be made more intense over the smaller area. 

The.shadow mask, through which the beams now pass, ensures that the correct 
dots are activated by the right beams, but it also produced three side effects. The first is 
a reduction in the number of electrons that hit the screen. This results in reduced 
brightness but is compensated by the use of a higher anode voltage. Color tubes require 
typically 25 kV for the anode, where monochrome tubes needed about 18 kV. In 
hybrid receivers the higher voltage is obtained by having a larger overwind in the 

. horizontal output transformer, and a rectifier ·with an appropriately higher rating. In 
sol_id-state receivers an additional winding is ofteil used for this purpose, with silicon 
diodes in a doubling or tripling rectifier configuration. Because color tubes are rather 
sensitive to anode voltage variations, this voltage is regulated. 
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Those electrons that do not hit the screen quite obviously hit the shadow mask. 
With the high anode accelerating voltage, such electrons are traveling at relativistic 
velocities (i.e., at velocities sufficiently appreciable when compared with the velocity 
of light that relativity cannot be entirely ignored). When striking the shadow mask, 
these electrons are liable to produce x-ray emissions from the steel in it. This is 
problem number two. It is not a very serious one, because the soft (low-energy) x-rays 
emitted. are stopped by most solid materials. A metal hood around the picture tube is 
sometimes used to contain the x-rays, but the aquadag coating is generally sufficient. 
With a properly constructed faceplate, the radiation is negligible unless the anode 
voltage exceeds the design value. Receivers generally have a circuit designed to disa
ble the horizontal output stage (where this voltage is generated) if anode voltage be
comes excessive. Health authorities set limits on the maximum permissible radiation 
for color ·ty receivers. 

The third problem results from the presence of large metallic areas, especially 
the shadow mask, near the screen of the picture tube. These can become permanently 
magnetized by the earth's magnetic field, producing a local magnetic field which can 
deflect the beam. Such a spurious deflection may not be very large, but even so it is 
likely to affect the convergence. The standard method used for demagnetization, or 
degaussing, is the application of a gradually reducing ac magnetic field. This explains 
·the presence· of the degaussing coil around the rim of the picture tube near the screen. 
A spiral coil is used, and has the mains ac voltage applied to it when tlie set is switched 
on. This takes place automatically, and a thermistor is used in such.a way that the 
current soon decays and eventually drops to zero. Meanwhile the tube has been de
gaussed, in more or less the time it takes to warm up. The coil is shielded for safety. 

Common color TV receiver circuits Figure 17-25 shows the block diagram of a 
color television receiver, but for simplicity the circuits shown in Figure 17-23 are 
omitted. Interconnection points are shown on both diagrams, so that there should be no 
difficulty in reconciling the two figures. It is now proposed to look first at the (remain
ing) common circuits in the color receiver, i.e., those circuits which have direct coun
terparts in monochrome receivers, commenting on those differences that exist. 

. A color TV receiver almost invariably has an AFC circuit, as indicated in 
Figure 17-25. It is often called automatic fine tuning (AFT) and is used automatically 
to minimize mistuning, particularly to too high a frequency. This would produce added 
amplification of the sound carrier, and hence 920-kHz interference between the chroma 
and sound carriers. If the receiver is misa.djusted to too low a frequency, insufficient 
gain will be available in the IF amplifiers at the chroma subcarrier frequency, and the 
output will be lacking in color. The AFT circuit coiisists basically of a 45.75-MHz 
filter, whose output is fed to a phase discriminator. This produces a de correcting 
voltage whenever its. input frequency differs from 45.75 MHz, and this voltage is 
applied to a varactor diode in the circuit of the appropriate local oscillator in the tuner. 
Such a system was described in detail in Section 6-3.2. Ii is normally possible to switch 
out the AFT circuit, so as to permit manual fine tuning. 

The next po_int of differ~nce from monochrome receivers arises in connection 
with sound demodulation. The intercarrier system is still used; but this time sound is 
extracted at an earlier point, again to reduce interference between it and chroma. The 
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output of the last IF amplifier is fed to three separate, but more or less identical, diode 
detectors. Each of these acts as a nonli~ear resistance, with the usual difference fre
quencies appearing in its output. The frequency selected from the output of the sound 
detector is 4.5 MHz, and this is then followed by exactly the same 'circuitry as in a 
monochrome receiver. 

The output of the video detector undergoes the same treatment as in black-and
white receivers, with two differences. The first of these is that additional sound traps 
are provided, and the bandwidth of the video amplifiers is somewhat narrower than in 
a monochrome receiver. The other is to reduce interference between the Y signal, 
which these amplifiers handle, and the lowest / sidebands of the chroma signal. The 
second difference is denoted by the presence of the delay line in Figure 17-25. It will 
be recalled that the Y signal is subtracted from R, G and B in or just before the picture, 
so that a correct phase relation there is essential. In the next section, the chroma signal 
undergoes more phase delay than the luminance signal before reaching the picture 
tube, and so a correction is required. The simplest method of equalizing the phase 
differences .is by introducing a delay into the Y channel. This delay is normally just 
under I µs. 

Color circuits We have reached the stage where we know how the luminance signal 
is delivered to the cathode of the picture tube, and the sound signal to the loudspeaker. 
We also know what deflection currents are required,- and how they are obtained. We 
know what other inputs the picture tube requires and at what point the chroma subcar
rier is divorced from the luminance voltages. What we must now do is to determine 
what happens in the circuitry between the chroma takeoff point and the (B - Y) and 
(R - Y)' inputs to the appropriate amplifiers preceding the picture tube grids in Figure 
17-23. 

The output of the chroma detector is fed to a bandpass amplifier, having a 
frequency response designed to reject the lower video frequencies representing Y sig
nals, as well as the 4.5-MHz sound carrier. In more elaborate receivers the bandpass 
stretches from 1.5 MHz below to 0.5 MHz above the 3.58-MHz chroma subcarrier. In 
most receivers this bandpass is only 3.58 ± 0.5 MHz, so that some of the transmitted/ 
information is lost. The resulting loss in color definition is not too serious, and the 
advantage is a reduction in interference from the distant Y sidebands. The use of this 
arrangement is widespread. The chroma signal is now amplified again and fed tq the 
color demodulators. Because the chroma amplifiers have a much narrower bandwidth 
than the Y video amplifiers, a greater phase delay is introduced here hence the delay 
line used in the Y channel. 

It was shown in the preceding section that two color signals, such as (B - Y) 
: and (R - Y), are sufficient, because the third one can be obtained from them by vector 
addition. It is necessary to decide which two color signals should be obtained, by the 
appropriate demodulation of the chroma output. At first sight, it would seem obvious 
that the two signals should be / and Q, for which R, G and B would be obtained by a 
matrixing process that is likely to be the reverse of the one shown in Figure 17-20. This 
is rather awkward to do and required sufficient bandwidth to make all of the / signal 
available in the first place-an unlikely situation. The next logical thought is to try to " 
obtain the R, G and B signals directly, but this is also awkward, because the required 
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phase differences between these three vectors and 'the reference burst (77°' 299° and 
193°) are also difficult to produce. These values are, incidentally, obtainable from the 
color disk of Figure l 7-2ta: · 

The result of the foregoing considerations is that most receivers produce the 
' (R - Y) and (B - Y) voltages from their color demodulators. This results in the loss of 

a little color information, but this loss is outweighed by two important considerations. 
The first is the easy production of the requisite phase differences with respect to the 
color burst, being 90° for (R ~ Y) and 180° for (B - Y). The second reason for using 
this arrangement is that the resulting signals c\1'1 be matrixed by the picture tube with
out any further processing. 

Synchronous demodulators are used for detecting the (R - Y) and (B - Y) 
signals. As shown in the block diagram of Figure 17-25, each such detector has two 
input signals. Tne chroma which it is required io demodulate and the output of the local 
3.!i8-MHz crystal oscillator. The second signal is used to gate the detector, producing 
the correct output when the chroma signal is in phase with the local oscillator. If the 
phase of the local oscillator corresponds to the (B - Y) vector, the demodulated volt
ages will also be (B - Y). As in the other color demodulator of Figure 17-25, a 90° 
·phase change is introduced into the 3.58:MHi oscillator signal, its phase will now 
correspond to that of the (R - Y) vector, and (R - Y) chroma voltages will be the only 
ones produced. In this fashion, the 909 phase difference between the two sets of volt
ages is used to separate them in the outputs of their respective demodulators. 

The burst separator has the function of extracting the 8 to 11 cycles of refer
ence color burst which are transmitted on the back ·porch of every horizontal sync 
~lse. This, is done by having an amplifier biased so that only signals having ampli
tudes corresponding to the burst level (or higher) are passed. This amplifier is capable 
of amplifying only during the back porch, so that only the burst information is ampli
fied. This is achieved by keying it with pulses derived from the horizontal output stage. 
The situation then is that the burst separator will amplify only when such a keying 
pulse is present, and then it will amplify only signals whose level is as high as the 67.5 
percent modulation point, so that ordinary video voltages are rejected. 

The output of the burst separator is applied to the 3.58-MHz phase discrimina
tor, as is a portion of the signal from the local 3.58-MHz crystal oscillator. With the aid 
of the APC circuits, the phase discriminator output controls the phase and frequency of 
this local oscillator. This is done to provide the correct signals for the color demodula
tors. Note that the phase of the chroma carrier oscillator must be controlled, because 
the color TV system depends,on absolute phase relationships to ensure that correct 
colors are reproduced at all times. 

, The final circuit that must be considered is the color killer. This circuit is used 
by the color television receiver to prevent video voltages received in a.black-and-white 
program from entering the chroma amplifier. If they were' amplified, the result would 
be the appearance of random color voltages, or confetti, which would clearly be un
wanted. 

The function of the color killer is to disable the chroma amplifier by cutting it 
off during monochrome reception. It is done by noting the.presence or absence of the 
color burst and acting accordingly. As shown in Figure 17-25, the color killer receives 
the same keying pulses from the horizontal output stage as did the burst separator. Here 
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the pulses are used as the de supply for the transistor in the color killer stage. It can 
conduct only when these pulses. are present. During color reception, color' bursts are 
present at the same time as the gating pulses. This results in a de output from the 
3.58-MHz phase discriminator, which is used to bias off the color killer. This circuit 
does not conduct at all during color reception. During monochrome reception, the 
color burst is absent, no de issues forth from the phase discriminator, and the color 
killer is able to conduct. Its output is used to bias off the second chroma amplifier, or 
sometimes the color demodulators, so that no spurious signals in the chroma channel 
are amplified during monochrome program reception. 

MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice ques(ions consists of an incomplete statement 
followed by four choices (a, b, c, and d). · Circle the letter preceding the line that 
correctly completes each sentence. 

1. The number of lin~s per field in the United 
States TV system is 
a. 262'h 
b. 525 
c. 30 
d. 60 

2. The number of frames per second fn the 
United States TV system is 
a. 60 
b. 262V2 
c. 4.5 
d. 30 

3. The number of lines per second in the 
United States TV system is 
a. 31,500 
b. 15,750 
c.'262V2 
d. 525 

4. The channel width in the United States TV 
system, in MHz, is 
a. 41.25 
b. 6 
c. 4.5 
d. 3.58 

5. Interlacing is used in television to 
a. produce the illusion of motion · 
b. ensure that all the lines on the screen are 

scanned, not merely the altemate ones 

c. simplify the vertical sync pulse trai,n 
d. avoid flicker 

6. The signals sent by the TV transmitter- to 
ensure correct scanning in the receiver are 
called 
a. sync 
b. chroma 
c. luminance 
d. video 

7. In the United States color television system, 
the intercarrier frequency, In MHz, is 
a. 3.58 
b. 3.57954 
c. 4.5 
d. 45.75 

8. Indicate which voltages are not found in the 
output of a normal monochrome receiver 
video detector. 
a. Sync 
b. Video 
c. Sweep 
d. Sound 

9. The carrier transmitted 1.25 MHz above the 
bottom frequency in a United States TV 
channel is the 
a. sound carri~r .· :. 
b. ·chroma carrier 

/ 
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c. intercarrier 
d. picture carrier 

10. In television, 4: 3 represents the 
a. interlace ratio 
b. maximum horizontal deflection 
c. aspect ratio 
d. ratio of the two diagonals 

11. Equalizing pulses in TV are sent during 
· a. horizontal blanking . 
b. vertical blanking 
c. the serrations 
d. the horizontal retrace 

12. An odd number .of lines per frame forms 
part of every one of the worWs TV sys
tems. This is 
a. done to assist interlace 
b. purely an accident 
c. to ensure that line and frame frequencies 

can be obtained from the same original 
source 

d. done to minimize interference with the 
-c_4foma._sµbcarrier 

13. The function of the serrations.in the com
posite vi deb waveform· is · to 
a. equalize the charge in the integrator be-

fore the start of vertical retrace 
b. help vertical synchronization 
c. help· horizontal synchronization 
d. simplify the generation of the vertical 

sync pulse 
14. The width of the vertical sync pulse in the 

United States TV system is 
a. 21H 
b. 3H 
c. H 
d. 0.5H 

15. Indicate which of the foll~wing frequencies 
will not be found in the output of a normal 
TV receiver tuner: 
a. 4.5 MHz 
b. 41.25 MHz 
c. 45.75 MHz 
d. 42.17 MHz 

16. The video voltage applied to the picture 
tube of a television receiver is fed in · 
a. between grid and ground 
b. to the yoke· 
c. to the anode 

17. 

18. 

19. 

d. between grid and cathode 
The circuit that separates sync pulses from 
the composite video waveform is 
a. the keyed AGC amplifier 
b. a clipper 
c. an integrator 
d . . a differentiator 
The output of the vertical amplifier, applied · 
to the yoke in a TV receiver, consists of 
a. direct current .l' · 

b. amplified vertical sync pulses 
c. a sawtooth voltage 
d. a sawtooth current ,• 

The HV anode supply for the picture tube of 
a TV receiver is generated in the 
a. mains transformer 
b. vertical output stage 
c. horizontal output stage 
d. horizontal deflection oscillator 

20. Another name for the horizontal retrace in a 
TV receiver is the 
a. ringing 
b. burst 
c. damper 
d. flyback 

21. Indicate which of the following signals is 
not transmitted in color TV: 
a. Y 
b. Q 
c. R 
d. I 

22. The shadow mask in a color picture tube is 
used to 
a. reduce x-ray emission 
b. ensure that each beam hits only its own 

dots 
c. .increase scree~ brightness 
d. provide degaussing for the screen 

23. In a TV receiver, the color killer 
a. cuts off the chroma stages during mono

chrome reception 
b. ensures that no color is transmitted to 

monochrome receivers 
c. prevents color overloading 
d. makes sure that the color burst 'is not 

mistaken for sync pulses, by cutting off 
reception during the back porch 
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REVIEW QUESTIONS 
1. Explain how television is capable of displaying complete moving pictures, despite the 

fact that at any instant of time only a tiny portion of the picture tube screen is active. 

2. Briefly describe camera and picture tubes, and explain what actually happens in them 
when a pic_ture is being scanned. Why is sync transmitted? 

3. Explain briefly the difference between chrominance and luminance. How is a color 
picture tube able to display white? 

4. Explain (a) how television sound is transmitted; (b) what is meant by saying that 
col qr television must be compatible. 

5. Why are television standards required? What are .the major.U.S. TV standards? What 
other TV systems are there in other parts of the world? 

6. Draw the block diagram of a monochrome TV transmitter, and describe the camera 
tube, video amplifiers and sound circuits shown. 

7. Fully explain what happens in horizontal scanning, giving a step-by-step account of 
all events from the time when the beam starts at the left-hand edge of the screen to the 
instant when it is ready to repeat the journey. 

8. With appropriate sketches showing lines scanned and the vertical retrace, explain 
fully what happens from the beginning of the first field to the start of scanning for the 
second field. 

9. Draw a waveform at the end of one of the vertical fields, showing a horizontal and a 
vertical blanking pulse. Indicate the durations and relative amplitudes of the two pulses, 
and explain their functions. Does it matter that there are no horizontal blanking pulses 

. during vertical blanking period? 

10. fith the aid of a sketch, explain the function of the serrations in the vertical sync 
pulse. , _ 1 

11. Draw the composite video waveform at the end of either field, labeling all the pulses 
shown, 

12. Draw a block diagram of the tuner arrangement in a VHF /UHF television receiver, 
and fully .explain how the arrangement works. Indicate the various frequencies present at 
all points in both tuners when the receiver is tuned to (a) channel 3, and (6) channel 15. 

13. Draw the block diagram of a monochrome television receiver, and explain the func
tion and operation of all the !>locks other than those corresponding to the tuners and the 
pulse circuits. 

14. Using a circuit diagram, expfain how sync pulses are obtained from the composite 
video waveform, and how, in tup1, horizontal sync pulses are extracted. 

15. Use waveforms in an explanation of how vertical sync pulses are obtained and then 
used to trigger the vertical oscillator in a TV receiver. 

16. With the aid Of a circuit diagram and the appropriate waveforms, explain how a 
sawtooth voltage may be obtained in a simple manner. · 

17. Sketch the circuit of a simple blocking oscillator, and explain how it may be synchro
nized with either sync pulses or. a ~c 1'0ltage. 

18. Draw the circuit diagram of a TV-receiver vertical deflection oscillator and amplifier. 
Use it to explain how the vertical hold, height and linearity controls operate. 
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19. Draw the circuit diagram, and explain the operation of the horizontal output stage of 
a television receiver. 

20. How is the high-voltage supply for the anoqe of the picture tube generated in a 
television receiver? 

21. · Explain what is meant by the Y, J and Q signals in color TV, and why they are 
generated. 
22. With the aid of the circuit diagram of a. simple matrix, show how the /, Q and Y 
signals are generated in a color TV transmitter. Show typical values for the Y and J 
components on your matrix. 
23. Draw a simplified color disk, showing only the colors around the periphery. Using 
the appropriate vectors, indicate on your disk the location of fully saturated magenta, 50 
percent saturated cyan, 25 percent saturated orange, and pure white. 

24. Explain why 3.58 MHz was selected as the color slibcarrier frequency. 

25. Why and how. is the color burst transmitted? When is it liot sent? Why not? 
26. Draw the basic block diagram of a color television transmitter, and briefly explain the 
function of each block. 

27. Sketch a color picture tube, and indicate its signal voltage inputs. Explain how the 
tube may be used as a matrix for the R, G. and B voltages. · 

28. Explain fully what is done to ensure that. the beams in a color picture tube all fall on 
· only the correct phosphor dots or strips on the screen. Include in your explanation the 

function of the shadow mask. What precautions should be· taken to ensure that the beams 
do. not interfere with one another as they simultaneously scan differen( portions of the 
screen? In other words, w_hat prevents beam criss-cfossing? 
.29. Draw the block diagram of a color TV receiver, showing all the important functions 
from the tuners to the picture tube. 
30. Describe the functions of the chroma stages in a television receiver, from the chroma 
detector to the picture tube inputs. 

\ . 



·.Introduction to Fiber Optic 
Technology* ' · 

This chapter introduces a relatively new topic 
to the field of communications-fiber optics. 
The importance and. impact of this technol
ogy will become apparent as the student stud
ies this chapter. After reading this material, 
the student will understand the history and 
theory of using guided light as a communica
tions medium, as well as the basic optical 
fiber and its applications. 

The topic of optoelectronics was dis
cussed in previous chapters, but here we "'.ill 
cover the specialized applications of opto
electronic devices, along with splicing tech
niques and testing procedures for fiber ca-

bles. We will also briefly discuss some system 
applications and cost considerations when 
designing systems. 

Because of the rapid expansion of 
fiber technology in today's· communications 
field, we have chosen to devote an entire 
chapter to this topic, insfead of treating it· as 
a subtopic in another part of the book. 

A lot of the material covered will be of 
a practical instead of a theoretical nature, to 
provide the student with an insight into the 
"working" world of fiber optic communica
tions. 

OBJECTIVES 
Upon completing the material in Chapter 18, the student will be able to: 

Understand the basic operation of the.fiber as a communications link .. 

Recognize the advantages of the optical fiber compare\! to copper wire. 

Identify the visible and nonvis_ible light spectra and their uses in fiber technology. 

Define the term incident ray as it relates to reflection and refraction. 

Calculate the refractive index of a transparent material. 

Analyze and compute fiber power losses. 

Use terms related to the manufacture of fiber and describe the tuanufacturing process. 

Draw and list the parts of a typical fiber cross section. 

Recognize the difference between single-mode and multimode fibers. 

Define and understand the terms graded index, step index, and modal dispersion. 

* Many of the illustrations in Ch~i,te[ is were proVided courtesy of AMP Corporation. 
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Calculate the bandwidth of a fiber and its associated devices. 

List and describe the various components incorporated into the fiber link. 

Name and discuss the different types of splices used for the repair or installation of 
fibers. 

Understand the term optical time domain reflectometer and its applications for testing 
fiber cables and associated components. 

Analyze an optical system loss and compute a system budget to meet minimum power 
requirements. 

HISTORY OF FIBER OPTICS 

In 1870 John Tyndall, a natural philosopher living in England, demonstrated one of the 
first guifled light systems to the Royal Society. His experiment involved using water as 
a medium to prove that light rays bend. He filled a container with water and allowed 
the water to escape through a horizontal orifice at the bottom. The water escaping from 
the bottom formed a natural curve (parabolic) as it descended to a container located 
some distance below the first (see Figure 18-1). During the movement of the water 
from one coritainer to the other, Tyndall directed a beam of light into the orifice 
through which the water was escaping. The light followed a zigzag path in the water 
and then followed the curve to the container below. This experiment established some 
of the fundamental rules we will study later in this chapter. 

During the early 1950s researchers experimented with flexible glass rods to 
examine the inside of the human body. By 1958 Charles Townes and Arthur Schawlow . 
of Bell Laboratories had theorized the use of the iaser as an intense light source. In 
1960 Theodore Maiman of Hughes Research Laboratory operated the first laser. In 
1962 the first semiconductor laser was in its infancy. 

Throughout the 1960s and 1970s major advances were made in the quality and 
efficiency of optical fibers and semiconductor light sources. Today this emerging field 

Glass ,oata;,e, ofwatec ~ 

Guided light 

Glass 
receptacle 

~ 

\ t 
1 
/ Ughtsou,ce 

' \ I , 

-Reflector 

Focusing Jens · 

FIGURE 18-1 The use of water to guide light-b~sed on John Tyndall's 1870 experiment. 
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of communications competes with its more. established wire conductor counterpart. 
One notable achievement was an experiment carried out by the U.S. Air Force. In 1973 
the Airborne Light Optical Fiber Technology (ALOFT) program replaced 302 cables 
whkh weighed 40 kg by a fiber system which weighed only I. 7 kg ( I kg = 
2.2046 lb). 

By the late 1970s and early 1980s every major telephone communications com
pany was rapidly installing new and more efficient fiber systems. 

WHY OPTICAL FIBERS? 

Because of rapidly increasing demands for telephone communications throughout the 
world, multiconductor copper cables have becmn'e not only very expensive but also an 
inefficient way to meet these infprmation requirements. The frequency limitations 
inherent in the copper conductor system (approximately I MHz) make a conducting 
medium for high-speed communications necessary. The optical fiber, with its low 
weight and high-frequency characteristics (approximately 40 GHz)and its impervious
ness to interference from electromagnetic radiation, has become the choice for all 
heavy-demand long-line telephone communications systems. 

The following examples illustrate and emphasize the reasons for using optical 
fibers. 

1. The light weight and noncorrosiveness of the fiber make it very practical for· 
aircraft and automotive applications. 

2. A single fiber can handle as many voice channels as a 1500-pair cable can. 
3. The spacing of.repeaters from 35 to 80 km for fibers, as opposed to from I to 

I Vz km for wire, is a great advantage. 
4. Fiber is immune to interference from lightning, cross talk, and electromagnetic 

radiation. 

INTRODUCTION TO LIGHT 

In everyday terms, light can be defined as the part of the visible spectrum that has a 
wavelength range between 0.4 µ,m (micrometer) and 0.7 µ,m (refer to Figure 18-2 to 
locate the color spectrµm). This definition must be broadened somewhat for use in the 
optical (guided-light) communications field because of the variety of light sources used 
to transmit this information (700 to 1600 nm). Devices used in optical communications 
will be discussed at length later in this chapter. 

Wavelengths of light are extremely short. Their distances are measured in units 
called angstroms, after the Swedish physicist Anders J. Angstrom. A single angstrom 
is I ten-billionth of a meter. In the fiber industry, the terms used more frequently to 
measure wavelengths of light are the micrometer and the nanometer. Since. all light 
waves travel at the same speed in air or in a vacuum, and since each.color has a 

,different wavelength, it may be assumed that each color has a discrete frequency. 
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FIGURE 18-2 Light wave spectrum-visible and nonvisible. 

18-3.1 Reflection and Refraction 
We are all familiar with light that is reflected from a flat, smooth surface such as a 
mirror. These reflections (see Figure 18-3) are the result of an incident ray and the 

· reflected ray. The angle of reflection is determined by the angle of incidence. 
Reflections in many directions are called diffuse reflection and are the result of 

light being reflected by an irregular surface (see Figure 18-4). The result of this process 
can be easily illustrated by using the page you are now reading as an example. White 
light, which includes all colors; is reflected by the rough surface of this page because 
the roughness is random. The reflected light is random (that is, it reflects in all direc
tions), and because the paper does not absorb much of the light, the light seems to 
radiate equally from all parts of the page. 

Incident ray 

I 

Angle----'.~ 
of incidence Angle of 

reflection 

FIGURE 18-3 ReOection. 

Reflected ray 
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Diffused light pattern 

FIGURE 18-4 Diffused reflection. 

Another property of light is refraction. This is caused by a change in the speed 
of light -as it passes through different mediums such as air, water, glass, and other 
transparent substances (see Figure 18-5). This phenomenon is commonly evident when 
objects are viewed through a glass of water, for example (see Figure 18-6). The 
refractive index can be stated as: 

.c 
n=

v 

where c = velocity of light in space 

v = velocity of light in specific material 

(18-1) 

Each transparent substance has its own refractive index number (see Table 18-1). 

18-3.2 Dispersion, Diffraction, Absorption, and Scattering 
Dispersion is the process of separating light into each of its component frequencies. It 
is commonly recognizable when sunlight is dispersed into a rainbow of colors by a 
prism (see Figure 18-7a). Diffraction is the bending of light as it passes through an 
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FIGURE 18-5 Refraction. 
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FIGURE 18-6. Object suspended in a glass of water. 

opening in an obstacle (see Figure 18-7b). Absorption takes place when light strikes a 
I 

surface (flat black) and is converted into heat through an exchange of energy with the 
atoms of the surface; in this case there is little or no reflection. Scattering occurs when 
light strikes a substance which in turn emits light of its own at the same wavelength as 
the incident light (see Figure 18-8). If the substance etpits light of a wavelength longer 
than that of the incident light, this is called luminescence. Examples of luminescence 
are watch dials that glow in the dark becaus~ of the absorption of light during the day 
and the emission of light ( as the atoms return to their normal state) at night. The 
amount of energy contained-in light is determined to some extent by wavelength or 

. frequency. As an example, ultraviolet light has 100 times the energy level as red 
visible light. The energy in a photon (a particle of light) can be calculated by Equation 
(18-2). 

E = hf (joules per photon) 

where h = 6.63 X 10-34 (Planck's constant) 

f = frequency (wavelength) 

TABLE 18-1 
MATERIAL 
Vacuum 
Air 
Water 
Fused quartz 
Glass 
Diamond 
Silicon 
Gallium arsenide 

INDEX, n 
1.0 I 

1.0003 (I) 
1.33 
1.46 
1.5 
2.0 
3.4 
3.6 

(18-2) 
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FIGURE 18-7 (a) Dispersion and (b) diffraction. 

The angle of refraction of light traveli.ng from one medium to another depends 
on.the index of the two media (see Table 18-1). As shown in Figure 18-9, the vertical 
line, which is referred to as the normal, is an imaginary line perpendicular to the 
junction between the two media. The angle of incidence is the angle between the 
incident ray and the normal. The angle ofrefraction is the angle between the refracted 
ray and the normal. 

Light passing from a lower refractive index ( as shown in Figure 18-10) to a 
higher one is bent toward the normal, and vice versa. If the angle of incidence moves 
away from the normal tc;, a point 90° from it, it is called the critical angle. At this 
point, light has gone from the. refractive mode to the reflective mode . 

. Independent of the index of the two media, a small portion of light will always 
be reflected when light passes from_one index to another, this is called Fresnel reflec
tion (p) and can be calculated by using Equation (18-3). 

light ray 

Imperfection 

FIGURE 18-8 Light scattering. 
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where p = the boundary between air and some other material. 

(18-3) 

The importance of this equation becomes apparent when we relate this information to 
Equation ( 18-4). 

dB.= 10 log 10(1-pl (18-4) ,, . 

We can establish fiber losses in decibels by un.derstanding these two relationships (the 
average loss in a fiber splice is 0.15 dB). 

When light passes through fiber, another situation, which is governed by 
Snell's law, arises. This law states the relationship between the incident and refracted 
rays as Equation (18-5). 

Angle of 
incidence 

n, 
n, 

Angle of 
refraction 

Light is bent away 
from normal 

FIGURE 18-10 ReOection. 
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n1 is greater than _n2 

Angle of. ~ Angle of 
incidence reflection 

When the angle of 
incidence is more than 
the critical, light is 
reflected 

(18-5) 
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This law shows that the angles depend on the refractive indices of the two materials. 
The qitica/ angle of incidence 8c 1, where 82 = 90', is: 

· 8c = arcsin (::) (18-6) 

Light striking the boundary of n 1 and n2 at an angle greater than 76.7' will be reflected 
···Jiack to its source at that same angle (see Figure 18-11). · · 

THE OPTICAL-FIBER AND FIBER CABLES . 

The manufacture and construction of the basic fiber are somewhat complicated: In 
simple terms, a highly refined quartz tube that will eventually be filled wilh a combina
tion of gases (silicon, tetrachloride, germanium tetrachloride, phosphorus oxychloride) 
is selected to start the process. This tube, about 4 ft long and about 1 in. in diameter, is 
placed in a lathe and the gases are injected into the hollow tube. The tube is rotated 
over a flame and subjected to temperatures of about 1600'F. The burning of the gases 
produces a deposit on the inside of the tube. This preform ( quartz tube with gas 
deposit) is then heated to about 2100°F, melting and collapsing the tube to about 
13 mm. TJ:>e preformed quartz is now ready to be placed in the vertical drawing tower 
(see Figure 18-12). 

The quartz rod, having undergone the modified chemical vapor deposition 
(MCVD) process, is now placed vertically in a drawing tower where it is further heated 
(2200'F) and drawn downward by means of a computer-controlled melting and draw
ing process which produces a fine, high-quality fiber thread approximately 125 µ,min 
diameter and about 6.25 km in length. The optically pure center, called the core (as 
small as 8 µ,m in diameter) is surrounded by less optically pure quartz called the 

FIGURE 18-11 Snell's law. 

/ 

n, 
n, 

n, 
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FIGURE 18-12 (a) Preform manufa~turing lathe; (b) optical fiber drawing tower. 

cladding. The cladding is approximately 117 µm of boundary material formed during 
MCVD process. 

All data concerning the fiber is then· measured (bandwidth, refractive index, 
cladding thickness,timed retlectometer response, and so on) and recorded. This data is 
stored with the spool of fiber as a permanent record. The fiber is coated during the 
drawing process with polyethylene or epoxy for protection, and in some instances color 
coding is applied, ac.cording to the users' needs. 

A typical cross section of a single-strand fiber is shown in Figure 18-13. The 
optical fiber basically consisis of two concentric layers, the light-carrying core 
(50 µm) and the cladding. The cladding acts as a refractive index medium (light 
bending) and allows the light to be transmitted through the core and to the other end 
with very little distortion or attenuation. Figure 18-14 illustrates this action: light is 
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FIGURE 18-13 Fiber cross section. 

140 100 

introduced into the fiber, and the cladding refracts or reflects the light in a zigzag 
pattern throughout the entire length of the core. This process is possible because the 
angle of incidence and the angle of reflection are equai. Light introduced at such a 
sharp angle will strike the cladding (at a less than critical angle) and will be lost in the 
cladding material (see Section 18-3.2, where Snell's law is discussed). The finished 
fiber construction is shown in Figure 18-13 and consists of the following: 

1. The core n 1 

2. The cladding n2 

3. The polymer jacket (applied by the fiber manufacturer to-protect the core and 
cladding) 

The fiber is now ready for the next processes, which will incorporate it into a 
. single-fiber cable or a multifiber cable (see Figure 18-15). The basic single-fiber cable 
.consists of the following: 

1. Core-quartz 
2. Cladding-silica 
3 •. Jacket-:-acrylic 
4. · Buffer jacket 
5. Strength member 
6. Outer jacket 

FIGURE 1s·.14 Light travel in fiber core. 



712 ELECTRONIC COMMUNICATION SYSTEMS 

- Strength 
Members 

Core (quartz) 

FIGURE 18'15 Single-fiber cable. 

Depending on their application, multifiber cables are manufactured in many 
forms, from round cables of loose tight bundles, to specialized cables for use under
water, to flat overcarpet or undercarpet applications for business offices (see Fig
ure 18-16). 

18-4.1 Fiber Characteristics and Classification 
The characteristics of light transmission through a glass fiber depend on. many factors, 
for example: 

1. The composition of the fiber 
2. The amount and tyl'!' of light introduced into the fiber 
3. The diameter and length of the fiber 

Strength Members 

Optical Fiber 

FIGURE 18-16 Undercarpet or office fiber cable assembly. 
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The composition of the fiber determines the refractive index. By a process 
called doping, other materials are introduced into the material that alter its index 
number. This process produces a single fiber with a core index n 1 and a surface index 
(cladding) n2 (typically n 1·= J.48 and n2 = 1.46). 

Another characteristic of the fiber, which depends on its size, is its mod, of 
operation. The term "mode" as used here refers to mathematical and physical descrip
tions of the propagation of energy through a medium. The number of modes supported 
by a single fiber can be as low as I or as high as 100,000; that is, a fiber can provide a 
path for one light ray or for hundreds of thousands of light rays. From this characteris
tic come the terms single mode and multimode. These fibers are illustrated in Figure 
18-17. For long-haul communications only single-mode fiber cables are used, and 
therefore they will be the main topic ·of discussion in this chapter .. 

Another term which should be mentioned here is the refractive index profile. It 
describes the relationship between the multiple indices which exist in the core and the 
cladding of the particular fiber. This relationship can be expressed in simple terms by 
the statement "Light changes speed when it passes from one medium to another." 
There are two major indices in this relationship:. 

1. Step index 
2. Graded index 

The step index describes an abrupt index change (see Table 18-1) from the core to the 
cladding, for example, a core with a uniform index (1.48) and a cladding with a 
uniform index (1.46). With graded-index fiber, the highest index is at the center 
(1.48). This number decreases gradually until it reaches the index number of the 
cladding (1.46), that is, near the surface. 

From these·terms come three classifications of fibers: 

1. Multimode step-index fiber 
2. Multimode graded-index fiber 
3. Single-mode step-index fiber 

The multimode ·step-index fiber has a core diameter of from 100 to 970 µ,m. 
With this large core diameter, there are many paths through which light can travel 
(multimode). Therefore, t_he light ray tr~veling the straight path through the center 
reaches the end before tile other rays, which follow a zigzag path. The difference in the 
length of time it takes the various light rays to exit the fiber is called modal dispersion. 
This is a form of a signal distortion which limits the bandwidth of the fiber. 
· The multimode graded-index fiber is an improvement on the multimode step

index fiber. Because light rays travel faster through the lower index of refraction, the· 
light at the fiber core travels more slowly than the light nearer the surface. Therefore, 
both light rays arrive at the exit point at almost the same time, thus reducing modal 
dispersion ( an example of these losses can be seen in Figure 18-I 7). A typical graded
index fiber has core diameters ranging from 50 to 85 µ,m and a cladding diameter of 
125 µ,m. 

As previously mentioned, single-mode step-index fibers are the most widely 
used in today's wide-band communication arena. With this fiber a light ray can travel 
on only one path; therefore modal dispersion is zero. The core diameters of this fiber 
range from 5 µ,m to 10 µ,m (standard cladding diameter is 125 µ,m). The extra clad-
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FIGURE 18-17 (a) Mode and refractive index profile comparison; (b) fiber propagation 
and mod~_ dispersion. 

ding thickness tends to set an overall fiber size standard and makes the fiber less fragile 
(refer to Figure 18-18 for composition). Some specifications for a single-mode fiber 
are: 

l. The bandwidth is from 50 to· 100 GHz/km. 
2. The digital communications rate is in excess of 2000 Mbyte/s. 
3. More than 100,000 voice channels are available. 
4. Light wavelengths approach core diameter; therefore, higher frequency capabili-

ties are achieved. 
1 

5, The mode field diameter (MFD; spot size) is larger than the core diameter. 
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FIGURE 18-18 Typical fiber core and cladding diameters. 

Numerical aperture (NA) relates to the light-gathering capabilities of a fiber. 
Only light that strikes the fiber at an angle greater than the critical angle ( Oc) will be 
propagated. The NA relates to the indices of both the core and the cladding; that is, 

NA= Vn/- n/ (18-7) 

From Equation (18-7) we can develop another relationship which also describes 
the maximum light propagation angle; it is commonly called the cone of acceptance 
(see Figure 18-19). 

0 = arcsin (NA) 

NA= sin 0 (18-8) 

In general, fibers with high bandwidths have lo.w NA and thus fewer modes and 
less modal dispersion. NAs range from 0.50 for plastic to 0.21 for graded-index fibers. 
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FIGURE 18-19 Cone of acceptance. 
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18-4.2 Fiber Losses 
Energy losses and signal degradation in fiber can be attributed to a variety of causes, 
some of which have been mentioned previously: To add to this list: 

1. Light scattering (Rayleigh scattering) is caused by imperfections in the fiber. It 
affects each wavelength differently and can be stated as: 1.4A. This scattering re
sults in the following losses: 

2.5 dB at 820 nm 

0.24 dB at 1300 nm 

0.012 dB at 1550 nm 

2. Absorption of light energy due to the heating of ion impurities results in a dim
ming of light at the end of the fiber. 

3. Microbend loss, due to small surface irregularities in the cladding, causes light to 
be reflected at angles where there is no further reflection. 

4. Macrobend is a bend in the entire cable which causes certain modes not to be 
reflected and therefore causes loss to the cladding (see Figure 18-20). 

5. Attenuation is the loss of optical energy as it travels through the fiber. This loss is 
measured in decibels per kilometer. The attenuation losses vary from 300 dB/km 
for inexpensive fiber to as low as 0.21 dB/km for high-quality single-mode fibers. 
Attenuation values also vary from one wavelength to another. In certain wave
lengths, almost no attenuation occurs; these wavelengths are called windows. 

. Proper use of fibers as light traqsmitters requires an in-depth _understanding of 
the fiber material being used. A reference chart (see Figure 18-2) supplied by the fiber 
manufacturer is a necessity. To ensure the most efficient use of a fiber, the light source 
must emit light in the low-loss regions of the fiber chosen. 

£.. Microbend 

FIGURE 18-20 Power loss due to microbend and macrobend. 
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FIBER OPTIC COMPONENTS AND SYSTEMS-. -- -

The fiber optics system can be divided into subgroups, the source, the link, and the 
detectors. We will now explore the makeup and role of each of these groups. 

18-5.1 The Source 
The source usually consists of a light-emitting element which is triggered or actuated 
by an electronic or electrical signal, for example, PIN photodiodes, light-emitting 

· diodes (LEDs), avalanche photodiodes, and semiconductor lasers. These devices were 
discussed in Chapter 12 and therefore will not be covered in detail here, except for this 
point: When a source to match a fiber link is selected, particular attention must be paid 
to the wavelength specifications, the bandwidth, and the power output of the source 
so that efficient coupling and · maximum power transfer can be achieved ( see 
Figure 18-21). 
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FIGURE 18-21 The light source. 
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18-5.2 Noise 
As. discussed in Chapter 2, noise also has an effect on optoelectronic systems, just as 
it. does on electronic systems. As a quick refresher, ·some of the temi.~ we learned were: 

1. Shot noise (noise created by uneven streams of electron flow) 
2. Thermal noise (noise generated in resistive elements) 

The term dark current noise should be added to the above. It is thermal noise 
generated by minute current flow in' diodes. Later in this chapter, we will see how this 
noise factor is used. 

18-5.3 Response Time 
As with noise, response time should be considered a limiting factor when an optical 
source is chosen. Response (rise) time is defined as 'the time between the IO and 90 
percent points. It is the time a device takes to convert electronic energy to light energy 
or vice versa (5 to IO ns). . 

Response time affects the overall bandwidth of the device and can be approxi
mated by Equation (18-9). 

BW = 0.35 
t, 

where BW = bandwidth 

tr = response time 

(18-9) 

As with other devices, the RC time constants affect the bandwidth of the device and 
can be calculated as shown in Equation (18-10). 

BW= .. 
211R1,Cd 

where RL = load resistance 

Ct1 = diode capacitance 

(18-10) 

To determine the R,. for this diode (so as not to lower the bandwidth), we must 
calculate the.highest v~lue p.ossible, for example: 

+~ 

I 
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1 R -~~~~~~~~~~~-
L - (175 X 106 Hz)(628)2 X 10-iz f 

RL = 455 0 

In practice, a value approximately 25 percent of this calculated value will be used. In 
general, the main characteristic difference between a source and a detector is the 
spectral width (source has narrow width) and output power (source has greater output 
power). 

18-5.4 The Optical Link 
The optical link (the fiber and its physical characteristics were discussed at length at the 
beginning of this chapter) is the connection between the source and the detector. This 
part of the system usually consists of more than just the fiber cable. Some other devices 
in the system are (see Figure 18-22): 

1. Fused tapered couplers 
2. Beam-splitting couplers 
3. Reflective star couplers. 
4. Optical multiplexers 
5. Optical demultiplexers 
6. Dichroic filters 
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(a) 

Beam splitter 

(b) 

Focusing lens 

FIGURE 18-22 Passive optical connectors. (Continues on page 720.) 
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FIGURE 18-22 Passive optical connectors. (Continued.) 

Fused couplers are constructed of a group of fibers fused by heat to form a 
single large. fiber at the junction. Light introduced into any one of the fibers will appear 
at the ends of all the others. 

Beam-splitting couplers are composed of a series of lenses and a (beam-split
.ting) partly reflective surface. The diffused light reflected and refracted by the reflect
ing surface would be useless without the collimating and focusing lenses. 
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A reflective star coupler, as shown in Figure 18-22, is a multiport reflective 
devise used to network computers and so forth. 

So. far the devices discussed have lieen used for dividing a light signal source 
into multiple outputs. Each time a signal is divided, its output power .is diminished and 
coupling losses occur (approximately 0.5 dB per coupling). Therefore, if there is one 
input and two outputs, the power is split between outputs (3 dB per output port). Add 
to this the connector loss, and the sum of losses becomes a somewhat limiting factor 
(3.5 dB per output) often determined by the sensitivity of the detector. 

18-5,5 Light Wave 
Light wave receivers or detectors are the final device in our basic optical communica
tions system. These detectors are usually low-power, low-noise PIN diodes coupled to 
a FET amplifier. 

The main consideration in the choice of detyctors should be responsivity. This 
term descriqes the·ratio of the diode's output current to the input optical power and can 
be expressed as shown in Equation (18-13). 

R =µ,A.;. µ,W 

where R = responsivity (A/W) 

µ, W = incident light 

µ,A = diode current 

(18-13) 

The noise characteristics and response time (BW) should be considered but can be· 
approached the same way as the light source (discussed earlier). 

Many other optical devices perform various specific functions and are too nu
merous to be mentioned here. The last one we will discuss is the wavelength-division 
multiplexer (WDM). As shown in block form in Figure 18-22 the WDM uses a passive 
optical filtering system to solve the problem of multiplexing and demultiplexing., 
WDM is similar in concept and action to frequency-division multiplexing (FDM), 
discussed at length in Chapter· 15. 

This task is accomplished in the optical environment by using a combination of 
diffraction grating (as shown in Figure 18-20) and dichroic filtering. The action of. 
reflection and refraction off and through the series-parallel surfaces combines the fre
quencies n 1, 11 2 , and n3 to become n 1 + n2 + n3 . The reverse is accomplished by using 
a dichroic (a coating suostance which separates different wavelengths) coating on a 
special type of splice on the fibers themselves. This action is similar in function to that 
of a prism. · 
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18-5.6 The System , 
The complete system is a combination of all the components and processes so far 
discussed in this chapter and previous chapters. The incredible information-handling 
capabilities of' the single-mode fiber make it highly suitable to the field of digital 
communications (discussed at length in Chapter 14), where it has become the primary 
carrier of this type of information, not only in the broadband communications arena but 

· also the digital computer field. 
In simplderms, the system consists of the optical interface devices, the optical 

link, and the electronic transmitters and receivers. We can think of the transmitters and 
receivers as either broadband voice communications devices or digital computers (refer 
to Figure 18-23). To accomplish the interface portion of the system, the fiber industry 
has manufactured devices which can be retrofitted to most (computer or communica
tions) existing equipment. A complete listing of this equipment and its specifications is 
available to the design engineer from the AMP Corporation, the Tektronix Corpora
tion, or any other major manufacturer of fiber optic interface devices or test equipment. 

A list of optical components used_to interconnect a digital voice or data system 
might include: 

1. Transceivers-for either simplex or duplex operation 
2. Receivers-for digital data or voice communications 
3. Transmitters-for digital data or voice communications 
4. Channel multiplexers-WDM 
5. Optical switching modules-FDDI 
6. Single-mode fiber cable-low-loss voice communications 
7. Multimode fiber cable-local area networks (LANs), and so forth 

Add to this list the multitude of couplers, connectors, junction boxes, test 
equipment, and fiber-splicing devices available, and the system becomes a simple 
process of matching requirements and the available hardware. 

Some design considerations include the following. 

1. The length of fiber cabling-attenuation, and so forth 
2. The source wavelength-type of fiber to be selected 
3. Interconnect losses-power budgeting 
4. Data rate-bandwidth of fiber and optoelectronic interface equipment 
5. Type of fiber-high-density, single-mode lOO Mbyte/s 

INSTALLATION, TESTING, AND REPAIR 

This section will be devoted to the installation, testing, and repair of fiber cables and 
fiber support equipment. 

Because of their light weight and flexibility, fiber cables are in most cases 
easier to install than their copper counterparts. There are some concerns, however, that 
must be faced by the individuals involved in designing the installations, for example, 
minimum bend radius and maximum tensile strength. The specifications for minimum 
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bend and tensile strength are provided by manufacturers in their specifications and 
should be adhered to strictly. . 

First, some terms used in the fiber industry should be defined. A splice is a 
device qr a process used to permanently connect fibers. A connector is a device used to 
allow cables to be joined and disjoined. 

The basic and common requirements for splices and connectors are low loss 
(attenuation) and accurate alignment. A splice can be used to extend cable length or 
repair a break. A connector is used to connect the fiber cable to equipment, a junction 
box, and so forth. 

18-6.1 Splices 
There ·are two )Jasic types of splices-fu'sion and mechanical. The fusim:i splice re
quires expensive equipment and controlled conditions. Because qf adverse conditions, 
field service repair splicing is more suited for the mechanical splicing process (see 
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r'IGURE 18-23~· Data interconnect system. 
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Figure 18-24). The fusion splice requires expensive equipment (thousands of dollars) 
and is not suited for use under field conditions, for example, in trenches, manholes, or 
cables suspended from poles. The small P,ower loss of the fusion splice (0.01 dB or 
less) and its overall reliability make it the choice for new indoor installations. The steps 
involved in making this splice are as follows: 

I. • By mechanical or chemical methods, clean all coatings from fiber (except for the 
cladding). 

Glass 

, • ___.....,.. Strain Relief Tube 
~ .. ;--

~-:,~?) ' 

Fiber 

y 

V-groove 

Tapered 
entrance hole 

FIGURE 18-24 Self-aligning elastomer splices. 
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2. Scratch the fiber with a diamond scribe to induce a clean square break (this process 
is called cleaving). · · 

3. Place the fibers to be spliced into the alignment assembly; inspect_ them with " 
microscope for accurate alignment; fuse the fibers with an. electric arc; and 
reinspect the fibers with a microscope .. 

4. Reins]all protective coatings according to the manufacturer's specifications. 
5. Test the splice optically for attenuation losses. 

The mechanical splice is more suited for field service repair where conditions 
are unfavorable for using expensive bulky equipment. It is accomplished as follows: 

I. Disassemble the mechanical connector assembly. 
2. Insert the fiber, coated with indexing gel, into the holder alignment assembly. 
3. Reassemble and test for attenuation (see Figure 18-24). 

This type of splice will introduce an attenuation loss of 0.1 dB or less, which is 
reasonable. 

The process of preparing an optical fiber connector is almost as simple as that 
used for the mechanical splice, but it requires more elaborate equipment for polishing 
the fiber end and curing the epoxy protective coating. The steps are as follows: 

I. Cleave the fiber with the cutting tool recommended by the manufacturer (see 
Figure 18-25). 

2. Polish the end of the fiber in the connector assembly. 
3. Place the fiber in the connector assembly (see Figure 18-25). 
4. Reassemble with epoxy protective coating if necessary and place in the curing 

oven for the recommended time period (see Figure 18-26). 

Because of the variety of situations encountered in the installation of fiber-linked 
communications and data handling systems, there are many different types of connec- -
tors and associated assemblies (see Exhibits 18-1 and 18-2 at the end of this chapter). 

18-6.2 Fiber Optic Testing 
This section, devoted to fiber optic testing, focuses primarily on the processes and 
equipment used during and after the installation of fiber optic cables and their associ
ated equipment. The testing is performed by the engineer or technician to guarantee 
acceptable performance standards. 

Splices must be tested for optical clarity. They must not exceed certain loss 
values. Tests must be made on each splice as it is completed; a failure requires resplic
ing. One way to test a splice is to use an optical power meter. 

The optical power meter is similar to the voltohmmeter in application but mea
sures the optical resistance (losses measured in dBm or dBM) of a cable before and 
after installation ano provides a comparative analysis of the splices. 

The range of the meter is adjustable. Sensors from 400 to 1800 nm and attenua
tion levels from -80 dBm (10 pW) to +33 dBm (2 W) with resolutions from 0.01 dB 
to 0.1 dB are available. One of the problems.encountered with the optical power meter 
is mode control. To achieve usable and accur'ate results, equilibrium mode distribution 
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Epoxy Curing Oven 

1 
78.7 

FIGURE 18-26 . Epoxy curing 9ven for fiber connectors. 

( EMD) must be attained in accordance with the Electronic Industries Association (EIA) 
standards (70170 launch); that is, 70 percent of the core diameter and 70 percent of the 
fiber NA should be filled with light. 

Because of the problems encountered with the power meter, another testing 
device which achieves higher reliability is used. This is the optical time-domain rejlec
tometer, or OTDR (see Figure 18-27). The OTDR uses the reflective light backscat
tered (Rayleigh scattering) from the fiber. The reflective light is compared to a normal 
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FIGURE 18-27 Optical time-domain reflectometer. 

decaying light pulse from a light source focused through a beam splitter (see Figure 
18-22) to produce a visual display on a CRT (see Figure 18-28) to determine splice and 
connector losses. As the light pulse is reflected back to the beam splitter, the time for 
complete pulse decay (5 ns/m) is displayed as a diagonal line starting at the top left and 
proceeding down to the lower right of the screen. Any changes in the backscattering 
process (splices;·broken fiber, connector attenuation) appear as abrupt changes in the 
display. This evaluation method can analyze the following conditions: 

1. Loss per unit length (measure byfore and after installation to determine stress 
bends, and so forth) 

2. Splice and connector quality 
3, Stress bends, bad splices, or faulty connectors 

With the information gained from the OTDR, the engineer can det~rmine 
whether the system budget requirements have been achieved; that is, does the. power 
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Slope of curve, !J.. dB/!J.. length, 
is fiber's loss in dB/km 

produced by material 
imperfections 

Distance into fiber 

FIGURE 18-28 CRT display OTDR. 

End·of·fiber 
reflection 

input minus the power losses equal the engineering requirements? (This topic is dis
cussed in Section 18-6.3.) Power losses in fibers can be measured and calculated in 
two ways by the optical power meter. The first method is to measure the light attenua
tion of the uncut fiber, make the .cut, install the connector, and remeasure using Equa
tion (18-13). 

Loss 
P2 -Pi 

l 

where P1 is the fifst measurement 

P2 is the second measurement 

L is the difference between the two cable lengths 

(18-13) 

·The second method is to use a standard length of fiber as a reference and 
compare it to the cable being installed, using the power meter measurements in a 
manner similar to that described above. · 

18-6.3 Power Budgeting 
As mentioned earlier, the term power budget is the relationship between the power 
losses in fiber links and associated equipment and the available input power to the 
system. The available power budget for a set of equipment is usually given by the 
manufacturer. In some cases, the transmitted power and receiver sensitivity are speci
fied instead. In this case the power budget is determined by subtracting the receiver 
sensitivity from. the transmit power. 

' 
.Available poweri= P,(dBm) - P,(dBm) (18-14) ---
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Remember that both transmit power and receive sensitivity are usually less than I mW; 
thus both numbers are likely to be negative. For example, assume: 

P, = 0.1 mW= -10 dBm 

P, = 0.002 mW= -2 dBm 

Budget = (-10) - (-27) = + 17 dB (not dBm) 

Power budget calcuiations can be performed in two ways-worst-case or statis
tically. With the worst-case approach, the values for launch power, receiver sensiti_v
ity, connector and fiber loss, and so forth, are the ones the manufacturer will never 
exceed. The statistical altema_tive uses mean or typical values to predict what will 
normally be seen in service. Standard deviation data is then used to predict the worst
case performance. The worst-case approach is described here. 

Another term in the power budget is the margin for degradation of the optical 
components throughout their service life. The LED is the main factor, since there are 
common mechanisms which cause its light output to decrease o.ve~ time. Because the 
light output falls gradually, the point at which it is "too low" is rather arbitrary. 
Typical values run from I to 3 dB. Consult the manufacturer of the equipment for the 
appropriate value to use. The aging margin may be built into the manufacturer's speci-
fication for launch power. · 

Launch power is determined by measuring the power coupled into a short piece 
of fiber. It is imp.ortant to determine the size of fiber that was used to rate the transmit 
power of a particular piece of equipment. In many cases the optical fiber receptacle on 
a piece of equipment houses the light source. When the cable is cpnnected to the LED, 
more power will be launched into large core fibers than into small ones. Table 18-2 
indicates how this ·varies for common short-wavelength LEDs like the ones used in 
AMP data links. This does not apply to equipment which uses an internal fiber pigtail. 

18-6.4 Passive Components 
Passive components are not perfect. Therefore, some of the optical energy traveling 
from transmitter to receiver is lost. A decrease in power levels also ·occurs in splitting 
devices, such as star couplers, as the energy arriving on one fiber is divided among 
several output fibers. Loss occurring in connectors and switches is proportional and is 
expressed in decibels. Typical values for connectors run from a few tenths of a decibel 
for a high-precision connector to several decibels for lower-cost varieties. Switch loss 
also ranges from less than I decibel to several decibels. 

· The theoretical splitting loss and the excess loss of a star coupler are usually 
combined to yield a maximum insertion loss. This is accommodated in the power 

TABLE 18-2 Typical Launch Power for Various Fiber Sizes for Surface-Emitting 
LEDs 

FIBER SIZE/N.A. 
100/140/0.3 
85/125/0.275 
62.5/125/0.275 
50/125/0.2 

TYPICAL LAUNCH POWER (dBm, PEAK) 
-12 
-14 
c-16 
-20 



INTRODUCTION TO FIBER OPTIC TECHNOLOGY 733 

budget in the same way as a connector or switch. Specified values for switches, cou
plers, or WDMs may or may not include the associated connectors. They should be 
added to the overall connector count if the loss is not included with the device. 

Loss in a fiber optIC cable is distributed over its length; therefore, the attenua
tion is expressed in decibels per kilometer (<IB/km). The loss for a specific length of 
cable is found by multiplying its attenuation in de~ibels per kilometer by its length 
( also expressed in kilometers). 

18-6.S Receivers 
The detectors in optical receivers are typically larger than the common telecommunica
tion fibers. Therefore, their sensitivity, unlike that of transmitters, does not usually 
vary with fiber size. As with transmitters, the loss at the connector attached to the 
receiver is usually included in the sensitivity rating. Receiver sensitivity is degraded by 
pulse spreading due to dispersion. This may be included in the specified sensitivity or 
described separately as a dispersion penalty. Consult the equipment manufacturer for 
guidance. 

The basic equation for the available power (known as gain) is: 

G "" P, ~ P, - Pd - Ma - M, 

where P,-= transmitter launch power, dBm (average or peak) 
P, = receiver sensitivity, dBm (average or peak but same as transmitter) 

Pd = dispersion penalty, dB 

Ma= margin for LED aging (typically 1-3 dB) 

M, = margin for safety (typically 1-3 dB) 

The l_oss must be less than, or equal to, the gain. 

L = OeLe) + (N,anLcan) + (N, + N,)(L,) + Lpe 

where: le = length of cable, km 

Le = maximum attenuation of cable, dB/km at the wavelength of interest 

N con = number of connectors 

Leon = maximum conne;ctor loss, dB 

N, ,= number of i_nstallation splices 

N, = number of repair splices 

L, = maximum splice loss, dB 

Lpe = passive component loss, dB (couplers, switches, WDMs etc.) 

(18-15) 

(18-16) 

The unused margin, which should not be less than zero, is (see Figure 18-29): 

M=G-L (18-17) -

Instailations with losses that exceed the power budget by a small amount will 
still work. However, they do so by eating into the margin allocated for repair, safety, 
and aging. Power budget analysis is typically not performed for each and every link in 



734 ELECTRONIC COMMUNICATION SYSTEMS 

Power Budget Worksheet 

(Courtesy of AMP Incorporated) 

Supplier Proviaed Information 

Equipment Symbol Value Units 
Tran~n:,itted (launch) Power 

Receiver Sensitivity 

Dispersion Penalty 

Maximum distance 
(dispersion limit) 

Aging margin 

Passive Components 

Cable Attenuation 

Connector Loss 

Splice loss 

Switch loss-thru mode 

Switch loss-bypass mode 

Coupler insertion loss· 

WDM insertion loss 

System Integrator Provided Information 

Safety Margin 

Cable length 

Number of Connectors 

Number of Installation Splices 

Number of Repair Splices 

Loss due to passive components 
(switch, coupler, and/or WDM) 

Gain = P, - P, - Pa - Ma - M, = 
Loss = leLe + NeonLeon + (N, + N,)L, + Lpe = 
Unused Margin = G - L = 

"Coupler insertion loss includes splilling loss. excess loss, and port-to-port deviation. 

FIGURE 18-29 Simple worksheet. 

P, -/)3 dBm 

P, __::_3_\ _ dBm 

Pa I dBA 

-2 ---=---km 

Ma--'--dB 

Le 4 dB/km 

Leon dB 
L, • 5 dB 

Lpe' NA dB 

Lpe' NA dB 

Lpe'~A_dB 
Lpe; • NA dB 

M, _ __,;2."'--__ dB 

le km 

Neon :2. 
N, __ :2. __ . 
N, _ ___,2=---

Lpe t,J,A dB 
-J8-(-31)-/-i-.?-..:.9_ dB 

4 t2. +2.=8 dB 

---9-s:.1 \ dB 
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an installation. Rather, the most demanding links (longest cable, most connectors) are 
analyzed. Figure 18-29 shows a typical power budget worksheet. Obviously, elec
tronic spreadsheets are useful tools. 

Successful installations require proper planning. With any installation, proper 
planning includes site surveys, detailed floor plans, bills of material, and attention to 
details. One detail that should not be overlooked is the power budget analysis. It can 
pinpoint trouble spots, indicating the need for premium cable, added repeaters, or 
low-loss splices instead of connectors. It can also identify opportunities for cost sav
ings through the use of higher-attenuation cable and can show when enough power is 
available ·10 add reconfiguration panels for flexibility, maintenance, and growth. 

SUMMARY 

The technology of fiber optics will change the communications and computer indus
tries dramatically in the future. Fiber communications links already exist across the 
Atlantic and Pacific basins. Computer LANs are optically linked for increased speed 
and expanded data flow. 

In the land-based communications industry, growth rates from $774 million to 
more than $2.9 billion during the. 1990s and a 200 percent increase in fiber miles have 
been predicted by major manufacturing sources. AT&T' s light wave system can .handle 
more than 25,000 telephone calls on a single pair of fibers, and it is predicted that this 
number will double as technology develops. 

Newly announced splicing techniques and devices which reduce fusion splicing 
time to about 2 minutes instead of 6 to IO minutes make fiber systems more and more 
appealing from an installation and maintenance perspective. 

The undersea-based fiber communications industry estimates that by l 996 be
tween $8.6 and $11 billion will have been invested in six Trans-Atlantic networks, 
three Trans-Pacific networks, and at least two major networks linking Hawaii and. 
Australia. 

The major growth in the data communications industry (approaching $5. 76 
billion by 1992) was aided by the acceptance of the fiber distributed data interface 
(FDDI) standard, which promoted the change toward (iber optic networks all the way 
to the desktop computer installation. .-

As fiber systems become more standardized, growth will become dramatic in 
the cable television (CATV), medical, automobile, and aviation industries, to mention 
just some examples. The need for trained technicians and engineers will become more 
and more critical. This major impact on the electronics industry prompted the inclusion 

. I 
in this book of an entire chapter devoted to the topic of fiber optics. 

. . r 

,;i.., 
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Fixed ShroLJd Duplex (FSD) System Dat~_Llnks .~n~ FOOi Network 1?esig~_er's ~ii Mullil!lode 2:5 mm_ Ba)'O~el ConneCt~is 

Multimode and SJnglemode 2.5 mm and 2.0 mm 
Threaded Connectors · 

FSMA C(i:,nectors -- Military and Standard 
Versions -

Simplex and DNP Connectors 

Splices Cable Distribution Hardware 

EXHIBIT 18-1 
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Mechanical Splice 

• Tennlnates 125 µm fibers. 
both slnglemode and mu!tlmode 

Work Station Kit 
Part No. 501520-1 Easy to us<:. this· totally 

mechanical unit ensures 
precision scrtblrlg and 
breaking of buffered fiber. 
Used with the mechanical 
splice. lpe work station kit 
wlll consistently provide u 

\h~~e~: /~-l~~e1!t!ce In 

SJ)Hc-t -HO!d"ei-. Assei:nbly 

Descrlpl!on 
250 µm Fiber Holder Left I 

250 µm Fiber Holder Right' 

500 µm Fiber Holder Left 

500 µm Fiber Holdar· Right 

750 µm F,ber Holder Lett 

750 µm Fiber Holder Right 

900 µm Fiber Holder Left 

900 µm fiber Holder Rjgh! 
lrid11~ Matching Gel 
Splice Organizer Tray 
(Holds 12) See page 141 
Plastic Splice Holder! 

. ' One c! each I; include<l wilh Werk Sta1,on 501520· 1 
, lc,chlded wilh Splice O<ganize.r Tray 501518-1. 

Part Number 

313492-\ 

313492-2 

313493-2 

313492-3 
313493-3 
313492-4 
313493·4· 

501555·1 

501518·1 
501540-1 

0 Fiber Optic Finger Splice 

A Toolless Mechanical splice 

EXHIBIT 18-2 

Special Features 

• Reusable· - jumperlng. 
dislrlbuuon points . · · 
• QU[('k. easy assembly 

• No special tools -
stripper. cleaver only 

• Clamplngprtnclple. no 
adhesl\·c required 

• Color-coded for different . 
diameters' 

• Strain reHer on the 
coaling · 

• No external power 
• No grinding of the fiber 
endfaces ' 

• No spt.-cial preparation 
'. • Modu!ur design -
111ult1flber splice possible 

Coating Size 
{µm) 

Finger Splice 
Color Coding . Part Number 

. 2501250 Aed/Red 608119-1 
2501900 Red/Black 608119-3 
9001900 BlackJBlacl<. 608119-5 
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MULTIPLE-CHOICE 
QUESTIONS 

Each of the following multiple-choice questions consists of an incomplete statement 
followed by four choices (a, b, c, and d). Circle the letter preceding the line that 
correctly completes each sentence. 

1. What is the frequency limit of copper wire? 
a. approximately 0.5 MHz 
b. approximately 1.0 MHz 
c. approximately 40 GHz 
d. None of the above 

2. Approximately what is the frequency limit 
of the optical fiber? 
a. 20 GHz 
b. I MHz 
c. 100 MHz 
d. 40 MHz 

3. A single fiber can handle as many voice 
channels as 
a. a pair of copper conductors 
b. a 1500-pair •cable 
c. a 500-pair cable 
d. a 1000-pair cable 

4. An incident ray can be defined as 
a. a light ray reflected from a flat surface 
b. a light ray directed toward a surface 
c. a diffused light ray 
d. a light ray that happens periodically 

5. The term_dispersion describes the process of 
a. separating light into its component fre

quencies 
b. reflecting.light from a smooth surface 
c. the process by which light is absorbed by 

an uneven rough surface 
d. light scattering 

6. Which of the following terms best describes 
the reason tI,,ai light is refracted at different 
angles? 
a. Photon energy changes with wavelength 
b. Light ij refracted as a function of surface 

- smoothness 
c. The angle is determined partly by a and b 
d. The angle is determined by the index of 

7. The term critical angle describes 
a. the point at which light is refracted 
b. the point at which light becomes invisi

ble 
c. the point at which light has gone from 

the refractive mode to the reflective 
mode 

d. the point at which light has crossed the 
boundary layers from one index to an
other 

8. The cladding which surrounds the fiber core 
a. is used to reduce optical 'interference 
b. is us,ed to protect the fiber 
c. acts to help guide the light in the core 
d. ensures that the refractive index remains 

constant 
9. The refractive index number is 

10. 

11. 

a. a number which compares the transpar
ency of a material with that of air 

b. a number assigned by the manufacturer 
to the fiber in question 

c. a number which determines the core di
ameter 

d. a term for describing core elasticity 
The terms single mode and multimode are 
best described as 
a. the number of fibers placed into a fiber

optic cable 
b. the number of voice channels ~ach fiber 

can support 
c. the number of wavelengths each fiber 

can support 
d. the index number 
The higher the index number- . 
a. the higher the speed of light 
b. the lower the speed of light 
c. has no effect on the speed of light 

the materials --------·- d. the shorter the wavelength propagation 
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12. The three major groups in the optical system 

-

13. 

are 
a. the components, the data rate, and re-

sponse time 
b. the source, the link, and the receiver 
c. the transmitter, the cable, and the re-

ceiver 
d. the source, the link, and the detector 
As light is coupled in a multiport reflective 
device, the power is reduced by 
a. 1.5 dB c. 0.5 dB / 
b. 0.1 dB d. 0.001 dB 

14. · When connector losses, splice losses, and 
coupler losses are added, what is the final 
limiting factor? -
a. Source power 
b. Fiber attenuation 
c. Connector and splice losses 
d. Detector sensitivity 

15. The term responsivity as it applies to a light 
detector is best described as 
a. the time required for the signal to go 

from 10 to 90 percent of maximum am
plitude 

b. the ratio of the diode output current to 
optical input power 

c. the ratio of the input power to output 
power. 

d. the ·ratio of output current to input cur
rent 

16. Loss comparisons .between fusion splices 
and mechanical splices· are 
a. 1:10 c. 20:1 
b. 10:1 d. 1:20 

17. The mechanical splice is best suited for 
a. quicker installation under ideal condi-

tions 
b. minimum attenuation losses 
c. field service conditions 
d. situations in which cost of equipment is 

not a factor 
18. EMD is best described by which statement? 

a. 70 percent of the core diameter and 70% 
of the fiber NA should be filled with 
light 

b. 70 percent of the fiber·diameter and 70% 
of the cone of acceptance should' be 
filled with light . 

c. 70 percenl'.()f input light should. be mea
sured at the output 

d. 70 percent of the unwanted wavelengths 
should be attenuated by the fiber 

19. Which of the following cables will have the 
highest launch power capability? 
a. 50/125/0.2 
b. 85/125/0.275 
c. 62.5/125/0.275 
d. 100/140/0.3 

20. The term power budgeting refers to 
a. the cost of cable, connectors, equip

ment, and installation 
b. the loss of power due to defective com

ponents 
c. the total power available minus the at

tenuation losses · 
d. the comparative costs of fiber and cop

per installations 

I 

REVIEW PROBLEMS 

1. Assuming the worst-case scenario, what is the ratio of repeater requirements for fiber 
cable compared to copper cable? 

2. Determine the system bandwidth that has a source reaction time of 6.25 ns. 





APPENDIX 

List of Symbols · 
and .Abbreviations 

PHYSICAL CONSTANTS 

e = charge of an electron'= I. 602 X 
10-1• C 

= base of naturarlogarithm system = 
2.718 

h = Planck's constant = 6.626 x 10-34 J · s 
k = Boltzmann's constant= 1.380 >< 

10-23 )IK · 
T0 = standard (noise) temperature = l 7'C ·= 

290 K . 
v, = velocity of light in vacuo = 

299,792,500 ±·300 mis 
~ = characteristic impedance of free 

space = 120,r = 377 n 
e '= electric permiitivity of space s= 

8.854 X 10- 12 F/m .. 
µ, = permeability' of space = 1 . 257 x 

10-• Him 

PREFIXES 

T = tera 10 12 

G = giga 109 . 

M = mega 106 

k =· kilo J03 

c = centi 10-2 . . 

m = milli 10-3 

µ, = micro = 10-• 
n = nano = 10-•. 
p = pico = , 10~ 12 . 

· FREQUENCY BANDS 

For the names of allocated frequency and 
radar bands see Fig 8-) 1 and Table 16-1. 

'ACRONYMS 

· b~lun = balance-to~unbalance 
transformer 

bit =j ,binary digit 
codan i ;carrier-operated device,· 

, antinoise 
coho ;, coherent oscillator (in radar) 

compandor ~- compressor-9xpander 
dit = decimal digit 

domsat = domestic satellite (system) 
laser ,= light amplification by ,. 

stimulated.emission of 
~adiation 

lincompex = linked compressor and · 
expander 

maser = microwave amplification_ by 
stimulated emissioil ·of 
radiation 

modem =·modulator-demodulator 
paramp = parametric amplifier 

radar = radio deti,ciion and ranging ' 
staio = stable os~illator (in radar) 

ABBREVIATIONS 

CHEMICAL SUBSTANCES. 

GaAIAs _ = gallium alumin~m arsenide 
GaAs = gallium 'arsenide 
GaSb = gallium antimenide 

Ge = germanium 
InGaAsP = indium gallium arsenide 

phosphide 
InP = indium phosphide 

741 
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Si = silicon 
YIG = yttrium-iron garnet 

DEVICES 

APO = avalanche photodiode 
BWO = backward-wave oscillator 
CFA = crossed-field amplifier 

ESBAR = epitaxial Schottky barrier 
(diode) 

FET = field-effect transistor 
IMPATT = impact avalanche and transit 

time (diode) 
LED = light-emitting diode 

-MESFET = mesa field-effect transitor 
MIC = microwave integrated circuit 
PIN = P-intrinsic-N (diode) 

RIMPATT = Read-lMPATT (diode) 
SAW = surface acoustic wave 
TED = transferred electron device 
TEO = transferred electron oscillator 

TRAPATT = trapped plasma avalanche 
triggered transit (diode) 

TWT = traveling-wave tube 
VTM = voltage-tunable magnetron 

MODULATION AND MULTIPLEXING 

A3E = double-sideband, full-carrier AM 
AM = amplitude modulation 
B8E = independent-sideband AM 
C3F = vestigial-sideband AM 

FDM = frequency-division multiplex 
FM = frequency modulation 

FMVFT = frequency-modulated voice-
frequency telegraph 

FSK = frequency-shift keying 1 

H3E = single-sideband, full-carrier AM 
!SB = independent sideband (AM) 
BE = single-sideband, suppressed-carrier 

AM 
LSB = lower sideband 

PAM = pulse-amplitude modulation 
PCM = pulse-code modulation 
·PM = phase modtilation 

PPM = pulse-position modulation 
PSK = phase-shift keying 

\ 

PTM = pulse-time modulation 
PWM = pulse-width modulation 

R3E = single-sideband, reduced-carrier 
AM 

SSB = single sideband (AM) 
TOM = time-division multiplex 
USB = upper sideband 

ORGANIZATIONS 

CCIR = Comite Consultatif 
Internatio·nal de Radio 

CCITT = Comite Consultatif 
International de Telegraphie 
et Telephonie 

COMSAT = Communications Satellite 
Corporation 

FCC = Federal Communications 
Commission 

INMARSAT = International Maritime 
Satellite Organization 

INTELSAT = International 
Telecommllnications 
Satellite Organization 

ITU = International 
Teiecommimication Union 

NASA = National Aeronautics and 
Space Administration 

NTSC = National Television Standards 
Committee 

OTHERS 

AF = audio frequency 
AFC = automatic frequency correction 

(or control) 
AGC = automatic gain control 
AOS = Atlantic Ocean satellite 
APC = automatic phase correction 
ARQ = automatic request for repetition 

ASCII = American Standard Code for 
!~formation Interchange 

BFO = beat-frequency oscillator 
BMEWS = Ballistic Missile Early Warning 

System 
CTE = channel translating equipment 
CW = continuous wave ' 
OF = direction finding 
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EBCDIC = Extended Binary Coded Decimal 
Interchange Code 

ECM = electronic countermeasures 
GTE = group translating equipment 

IF = intermediate frequency 
!FF = identific·ation, friend or foe 
!OS = Indian Ocean satellite 

MEWS = Missie Brrly Warning System 
MFC = multifrequency coding. _ 

MTBF = mean time between failures 
MT! = moving-target indication : 

MUF = maximum usable frequency 
PAL = phase alternation by line (color 

TV system) 
PFN = pulse-forming network 
POS = Pacific Ocean satellite 
PP! = plan-position indicator 

PPM = periodic permanent magnet 
PRF = pulse repetition frequency 

RF = radio frequency 
SAGE = semiautomatic ground 

environment 
SMO = stabilized master oscillator 

SIN = signal-to-noise ratio 
SOLAS = safety of life at sea 

SWR = standing-wave ratio 
TE = transverse electric 

TEM = transverse electromagnetic 
TM = transverse magnetic 
TR = transmit-receive 

TRF = tuned radio frequency 
TT & C = telemetry, tracking and command 

TWS = track-while-scan 
VCO = voltage-controlled oscillator 
VFO = variable-frequency oscillator 

SYMBOLS 

A = cross-sectional area of antenna 
. Ao = capture area of ant_enna 
AP = power gain 
C = channel capac;ity 

Ceq = equivalent capacitance 
D = directivity (or mouth diameter) of 

antenna 
% = field strength 

• 

F = noise figure 
fc = carrier frequency 

= resistive cutoff frequency (of diode) 
fd = Doppler frequency 
f; = intermediate frequency 

= idler frequency 
fm = modulation frequency 

fm,, = (transistor) maximum oscillating 
frequency 

Jp = parallel-resonant frequency 
= pump frequency 

f, = signaHrequency 
= series:-resonant frequency 

f,; = image frequency 
Jr = (transistor) gain-bandwidth frequency 

!ab = alpha cutoff frequency 
fa, = beta cutoff frequency 
Joo = frequency of infinite attenuation 
8c = conversion transconductance 

g111 = transconductance 
J n = Bessel function 
k = dielectric constant 

= any constant quantity 
Lcq = equivalent inductance 

m = modulation index in AM 
= number of half-wavelengths of field 

intensity between the side walls of a 
rectangular waveguide 

m1 = modulation index in FM 
mp = modulation index in PM 

n = any integer 
= number of half-wavelengths of field 

intensity between the top and 
bottom walls of a waveguide 

'lP = power density 
P min = minimum receivable power 

Pn = noise power 
Pr = received power 
P, = transmitted power 

Req = equi.valent noise resistance 
r max = (radar) maximum range 

S,= (crystal) pole-zero separation 
= radar target cross section 

SIN = signal-to-noise ratio 
T = (specific) time 

= temperature (absolute) 
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T,q = equivalent noise temperature 
Ve = carrier voltage 
v, = group velocity 

Vm = modulation voltage 
v. = noise voltage 
v. = normal velocity 
v P = phase velocity 

::1'0 = characteristic impedance 
a = rejection or attenuation 

= transistor .cui.Tent gain in common 
base 

/3 = transistor current gain in common 
emitter 

{i = frequency deviation in FM -
= small change in some quantity 

61 = bandwidth 
'1 = efficiency 
A = wavelength 

A. = normal wavelength 
A0 = cutoff wavelength 
AP = waveguide_wavelength 
p = reflection coefficient 

= symbol used in simplifying formula 
</> = beamwidth 

w, = carrier angular frequency 
Wm = modulation angular frequency 



Index 

A 

A scope display, 620-621 
Absorption, of light, 706 
Adaptive equalization, 535 
Aerials (see Antennas) 
AGC (see Automatic gain control) 
Alphanumeric code, 539-540 
Altimeters, radar, 637-638 
Amplifiers, 21-23 

crossed-field, 408-410 
Gunn diode, 454 
IMPATT diode, 455-458 . 
negative-resistance, 444-446 
video, 667-668 · 
(See also Klystron, multicavity ·amplifiers; 

Parametric amplifiers) 
Amplitude discriminators (see Slope detectoi"s) 
Amplitude limiters, 171 

capture of, by noise, 97-98, 159-161 
double, 162 -
operation, 159-161 
ratio detectors as, 171 

Amplitude modulation (AM), 35-53, 56-59,· 
91-95 

applications, 51-52 
base-modulated class C amplifier, 51 
collector-modulated class C amplifier, 51 
comparision with FM, 91-92 · 
definition of, 5-6 
demodulation (see Receivers, AM) 
effects of noise on, 92-95 
forms of, 69-70 
frequency spectrum of, 36-38 
generation, 43-52 

effect of tank circuit on, 43-44 
modulation levels, 43-46 

grid-modulated class C amplifiers, 46-47 
modulation index, 36-37, 39, 41-43 
plate-modulated class C amplifiers, 47-50 
power in, 39-43 

antenna current calculation, 40-41 
sideband power, 39-42 

Amplitude modulation (AM) (Cont.) 
receivers (see Receivers, AM) 
representation of, 38-39 
sidebands in, 36-42, 56-59 
theory, 35-43 
transmitters, 43-46, 50-52 

Analog signals, 517-518 
Anode-B modulation, 47-50 
Antennas, 255-306, 335-336 

arrays of, 276-278, 300-301 
broadside, 277 
end-fire, 277-278 
log-periodic, 300-301 
parasitic elements in, 276-277 
phased, 302-303 (See also Radar, phased 

array) 
bandwidth of, 265 
beamwidth of, 266, 282...:284 
capture area of, 290 
circular polarization of, 251, 297-298 
counterpoise for, 269 
coupling to, 272-275 
current calculation, 40-41 
dipole, 257-261, 267 
directional (HF), 275-281 
directive gain of, 262-263 
discone, 298-300 
doublet, 257-258 
dummy, 123 
effective length of, 270-271 
effects of ground on, 266-271 
efficiency of, 264-265 
feed pofat of, 272-273 

impedance, 273, 274-275 
field intensity, 264 · 
folded dipole, 278-280; 296 
gain of, 262-263, 283-284 
grounded, 267-269 
grounding systems for, 268-269 
helical, 251, 297-298 
Hertz, 257-258, 267 
high-frequency, 275-281 
horn, 289, 290-293 
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Antennas (Cont.) 
basic, 290-291 
Cass-horn, 291-293 
hoghorn, 291, 293 

impedance matching, 274-275 
lens, 293-295 

materials for, '294 
principles of, 293-294 
uses of, 2_94-295 ' 
zoning, 294 

log-periodic, 300-301 
loop, 301-302 
losses in, 264-265 · 
Marconi, 267 
microwave, 281-295, 573 

(See also individual types) 
nonresonant, 261, 280-281 
optimum length of, 270 
with parabolic reflectors, ·281-290 

beamwidth, 282-284 
capture area, 290 
Cassegrain feed, 285-287, 289 
cut paraboloid, 287-288 
diffraction in, 288-289 (See also 

Electromagneti~ waves) 
directly fed, 284-285 
feed mechanisms, 284-287 
gain, 283-284 
geometry of parabola, 281-282 
horn fed, 285 
offset paraboloid, 288 
"pillbox," 287 
torus, 288 

pi couplers for, 274 
placement of, in waveguides, 335-336 
polarization of, 250, 251, 265-266, 297-298 
power gain of, 263 
radar, 617-620 
radiation fundamentals, 256-257 
radiation patterns of, 259-261 
radiation resistance 9f, 264-265 
receivers (see Receivers, AM) 
resonant, 259-261 
rhombic, 280~28 l 
summary, 303--306 
top loading for, 269-270 
ungrounded; 266, 267 
VHF, 281 
wideband, 295-303 
wire radiator, 259-261 
Yagi-Uda, 279-280, 296 

Applegate diagram, 383 
Armstrong modulation system, 110-113 

(See also Frequency modulation) 
ARQ (automatic request for repetition) code, 488-

490, 544 
ASCII (American Standard Code for Information 

Interchange) code, 538-539 
Atmospheric noise, 15 
Atomic clock, 465-466 
Attenuation (see Losses) 
Attenuators, waveguide, 350-352 

flap, 350-351 
movable-vane, 350 · 
piston, 352 

Automatic frequency control (AFC), 108-109, 149 
description, 108 
operation, 108-109 
for radio receivers, 149 
in TV receivers, 679-680 

Automatic gain control (AGC), 137-139 
delayed, 144-145 
in FM receivers, 162 
principles of, 138 

Avalanche effects and diodes, 454-461, 476-477 
fundamentals, 454-455 
IMPATI diode, 455-458 

amplifiers, 460, 461 
applications, 461 
avalanche in, 456-458 
construction, 458 
negative resistance, 454-455 
noise, 460 
operation, 456'-458 
oscillators, 460, 461 
performance, 459-460 

photodiodes, 476-477 
RIMPATI diode, 458 
TRAPATI diode, 458-461 

applications, 461 
operation, 458 
performance, 461 
practical considerations, 459 

B 

Backward diodes, 464-465 
Balanced modulators: 

carrier suppression with, 62-64 
demodulation with, 176 

Balance-to-unbalance transformers, 216-217 
Baluns, 216-217 



Bandwidth, 6-11 
of antennas, 265 
for data transmissions, 530-531 
Fourier series review, 8-10 
for nonsinusoidal waves, 11 
for pulse transmission, 506 
of radar receiver, 615 
sine wave review, 7-8 
for TV transmissions, 73-74, 654 

Base modulation of class C amplifier, 51 
Batch processing, 529 
Baud, 510 
Baudot code, 488-490, 536, 537 
BCD (binary-coded-decimal) codes, 537-538 
Beacons (see Radar) 
Beam-splitting couplers; 720 
Beat-frequency oscillators (BFO), 146, 147 
Bends, waveguide, 341-342 
Bessel functions, 85-87 
Binary digital system, 486-487, 519 
Binary number system, 486-487, 519-523 

addition, 522-523 
binary-decimal conversion, 521-522 
introduction, 519-523 
subtraction, 522-523 

Bit (binary digit), 486-487, 519 
Black-and-white TV (see Receivers, TV; 

Television, transmission) , 
Blind speeds (see Moving-target indication) 
Blocking (in receiver), 146 
Bose-chaudri code, 546-547 
Broadband systems, 562-595 

coaxial cable, 569-571, 574-575 
fiber-optic links, 571 

(See also Fiber-optic technology) 
historical introduction to, 562-563 
long-haul, 576-592 
microwave links, 571-575 
multipfexing in, 564-568 
short- and medium-haul, 568-576 
submarine cables, 576-581 

fiber-optic, 588 
telephony, long-distance, 592-595 
tropospheric scatter links, 575-576 
(See also individual topics) 

Bulk effect (see Gunn effect) 

C 

· Cables: 
coaxial (see Coaxial cables) 
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Cables (Cont.) 
submarine (see Submarine cables) 
(See also Fiber-optic technology; Transmission . 

lines) 
Camera tubes, 655-656 
Capture area: 

of antenna, 290, 607 
of target (radar), 611 

Capture effect in FM, 97-98 
Carrier, 3 

reinsertion, 71 
suppression, 59-64 
(See also Single sideband) 

Carson's rule, 88-89 
Cassegrain feed, 285-287, 289 

(See also Antennas, with ·parabolic reflectors) 
Cavity magnetron (see Magnetron, cavity) 
Cavity resonators, 353-357 

applications, 355 
coupling to, 355-356 
operation, 353-355 
priilciple of similitude for, 357 
Q of, 356-357 
reentrant, 354-355 
tuning of, 356-357 
wavemeters, 354-355 

CCIIT codes (Comite Consulatif International de 
Telegraphie et T616phonie; see Codes 
and coding) 

Characteristic impedance: 
of free space, 225-226 
of transmission lines, 188-192 
of waveguides, 325-326 

Choke balun, 216-217 
Choke flange, 339 

(See also Joins, waveguide) 
Chroma modulation, 685-686 
Circulators, 363-364 

Faraday rotation, 363-364 
Y-type, 364 
(See also Ferrites; Isolators) 

Cladding, 709-710 
Cleaving, 727 
Clipping in detectors, 140-141 

diagonal, 140-141 
negative peak, 140-141 

Coaxial cables, 569-571 
comparison with microwave links, 574-575 
description, 569 
equalizers in, 570 
repeaters in, 569 
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Coaxial cables (Cont.) 
tenninals for, 570-571 
(See also Submarine cables) 

Coaxial line, 185-188 
Codes and coding, 487-491, 535-541 

alphanumeric, 539-540 
ARQ, 488-490, 544 
ASCII, 538-539 
Baudot, 488-490, 536, 537 
BCD, 537-538 
CCITI-2, 488-490 
CCITf-5, 592-593 
CCITI-6, 592-593 
EBCDIC, 539-540 
Hollerith, 540-541 
requirements for, 487-488 
routing, 592 
telegraph, 509 
(for other digital codes, see Error detection and 

correction) 
Collector-modulated class C amplifiers, 51 
Color TV (see Television, color; Receivers, TV) 
Communications system, 1-5, 485-486 

channel, 3-4 
information in, 2-3, 485-487 _ 
noise in, 3-4, 491-494 
(See . .also lnfonnation theory) 

Compa~ding, 504-505 
Cone of. acceptance, 715 
Connectors, fiber-optic, 723, 727, 728 
Constant ratio codes, 541-542 
Continuous-wave (CW) signal, ·5 
Conversion transconductance, 129 
Converters (see Mixers; Parametric amplifiers) 
Convolutional codes, 544 
Comers, waveguide, 341-342 
Cosmic noise, 16 
Counterpoise, 269 
Couplers: 

antenna, 273-274 
beam-splitting, 720 
coupling of, 216 
directional, 215-216, 357-358 
transmission line, 215-216 
waveguide, 357-358 

Critical angle, 707, 709 
Critical frequency, 241-242 
Crossed-field amplifiers (CFA), 408-410 

applications, 409 
dual-mode, 409 

Crossed-field amplifiers (CFA) (Cont.) 
operation, 408-410 
performance, 409 

Crosstalk, 533-534 
Cryogenic cooling, 468-469 
Curie temperature, 360 
Cutoff wavelength, 319-322, 331 

(See also Waveguides) 
Cyclic codes, 544 

D 

Dark current noise, 718 
Data communications system fundamentals, 528-

547 
adaptive equalization, 535 
bandwidth requirements, 530-531 
computer systems history, 526-527 
crosstalk, 533-534 
distortion, 534 
echo suppressors, 534 
equalizers, 534~535 
introduction to, 528-530 
noise, 532-533 
transmission speeds·, 531-532 
(See also Codes; Error detection and correction; 

Data networks) 
Data networks, 553-559 

centralized switching, 555 
cir,:uit types, 556 
network intefconnection, 556·-557 
network organization, 553-555 
network protocols, 557-559 

character insertion, 558-559 
contention protocols, 558 
polling protocols, 558 
protocol phases, 558 

Data sets (see Modems) 
De-emphasis, 95-97 
Deflection circuits, 674-682 

horizontal, ·679-682 
vertical, 674-679 
(See also Receivers, TV, black-and-white) 

Delay lines, 630 
Delta modulation, 507 
Detectors (see Diode detectors; Ratio detectors; 

Slope detectors) 
Dichroic filtering, 721 
Diffraction, 233-236, 288-289 



Diffraction (Cont.) 
of light, 705-706 
(See also Electromagnetic waves) 

Diffraction grating, 716, 721 
Digital circuits, 523-527 

flip-flop, 525-526 
gates, 524-525 
inverter, 524--525 
shift register, 526 
switch, 524 

Digital modulation (see. Pulse-code modulation) 
Digital technology, 517-527 

analog and digital signals, 517-518 
binary digital system, 486-487, 519 
binary number system, 486-487, 519-523 
electronics, 523-527 

(See also Digital circuits; Pulse-code 
modulation) 

Diode detectors, 136-I4r-
distortion in, 139-141 

diagonal clipping, 140-141 
negative-peak clipping, 140-141 

microwave: 
backward diode, 464-465 
mounts for, 365-367 
Schottky-barrier diode, 463-464 

operation, 136-137 
practical, 137 

Diodes: 
avalanche, 454-461, 476-477 
backward, 464-465 
Gunn, 448-454 
IMPATI, 454-461 
light-emitting (LED), 475 
photodiodes, 475-477 
PIN, 369, 462-463, 475-476 
point-contact, 365 
RIMPATI, 458 
Schottky-barrier, 463-464 
step-recovery, 430 (See also Varactor and step-

recovery diodes) 
TRAPATI, 458-461 
tunnel, 440-447 
varictor, 427-432 (See also Varactor and step

recovery diodes) 
(See also specific types) 

Dipoles (see Antennas) 
Direction finding, 300-301 \ 

(See also- Radar) , 
_Directional cou~lers (see Couplers) 
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Discone antennas, 298-300 
Discriminators (see Phase discriminators) 
Dispersion, of light, 705, 706 
Diversity reception, 150-151 
Domains (see Gunn diodes; Gunn effect) 
Doping, 713 
Doppler effect, 625, 626-627 
Doppler radar (see Radar) 
Double spotting (in receiver), 128 
Double stub, 214-215 
Dual-mode operation: 

of CFAs, 409 
of TWTs, 407-408 

Ducting, 247-248 
Dummy antenna, 123 
Duplexers, 370-371 

(See also Switches, microwave) 

E 

Earth stations (see Satellite communications) 
EBCDIC (Extended Binary Coded Decimal 

Interchange Code) code, 539-540 
Echo, 594_-595 
Echo suppressors and cancellers, 534, 594-595 
Electromagnetic spectrum, 236 
Electromagnetic waves, 223-236 

absorptivn of, 228-229 
attenuation of, 227-228 
characteristic impedance of free space, 225-226 
diffraction of, 233-236 
field intensity, 226, 264 
in free space, 223, 224-226 
fundamentals of, 223-229 
interference of, 232-233 
inverse-square law, 225-226 
isotropic source Of, 225 
plane wavefront, 234-235 
polarization of, 226-227, 249-250 
power density, 225-226 
radiation of, 223-236 
reception· of, 227-229 
reflection of, 229-230 
refraction of, 230-232 

refractive index, 231 
Snell's law, 23 I 
(See also Antennas, lens) 

velocity of, 223 
(See also Propagation of waves) 
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Equalizers: 
for coaxial cables, 570 
for data circuits, 534-535 

Equatorial mounts, 251 
Erlang, 595 
Error detection and correction, 541-547 

codes, 541-544 
constant ratio, 541-542 
convolutional, 544 
cyclic, 544 
parity-check, 542-544 
redundant, 542 

forward error correction codes, 544-547 
bose-chaudri, 546-547 
hagelbarger, 546-547 
hamming, 546 
matrix sum, 545-546 
requirements for, 544-545 

introduction to, 541 
Evanescent modes in waveguides, 351 
Extraterrestrial noise, 16 
Extraterrestrial waves, 249-251 

F 

Fabry-Perot-resonator (see Lasers) 
Fading: 

of sky waves, 244-245_ 
in troposcatter, 248-2i~, 

Faraday effect, 249-250 
Faraday rotation, 359-361, 363-364 
Ferrites, 359-364 

circulators, 363-364 
Curie temperature of, 360 
Faraday rotation in, 359-361, 363-364 
gyromagnetic resonance in, 360,-361 
isolators, 361-363 
line width of, 360-361 
microwave switches, 369-370 
precession in, 359-360 
properties of, 359 

Fiber-optic technology, 507 
,cables: 

multifiber, 712 
single-fiber, 711 

componen.ts, 717-721 
light wave, 721 
noise, 718 
optical link, 718-721 
response time, 718-719 

Fiber-optic technology (Cont.) 
source, 717 

dispersion; 705, 706 
history of, 702-703 
installation, 722-727 

connectors, 723, 727, 728 
splices, 723-727 

light and use of, 703-709 
absorption, 706 
diffraction, 705-706 
reflection, 704, 707, 708 
refraction, 705, 707, 708 _ 
scattering, 706, 707 
wavelengths, 703, 704 

links (terrestrial), 571 
optical fiber in, 709-7ll, 712 

characteristics, 712-713 
classification, 713-715 
cross section, 710-711 
losses, 716 
multimode, 713 
single mode·,, 713 

reasons for using, 703 
repair, 732-735 

passive components, 732-733 · 
rec~ivers, 733-735 

submarine cables, 588 
systems, 722 
testing, 727-732, 734 

optical power meter,-727-729 
oJ)tical time-domain reflectometer (OTDR), 

729-731 
system budget, 730-732, 734 

Field intensity, 226, 264 
Filter system of generating·SSB, 64-65, 68-69 

(See also Single sideband) 
Filters: 

ceramic, 65 
crystal, 65 
mechanical, 65 
notch, 146 

Flanges (see Joins, waveguide) 
Flap attenuators, 350-351 
Flicker (see Television) 
Flip-flop circuits, 525-526 
FM (see Frequenr.y modulation) 
FMVFf (frequency-modulated -voice-frequency 

telegraph), 509 
Foster-Seeley discriminators (see Phase 

discriminators) _ 



Fourier series, 8-10 
Frequency, 6 

bands (radar), 605 
division multiplex (see Multiplexing) 
multipliers, 430-432 

(See also Varactor and step-recoVery diodes) 
spectrum (electromagnetic), 11, 236 
spectrum of AM wave, 36-38 
spectrum of FM wave, 85-89 
spectrum of stereo multiplex FM wave, 99-100, 

173-174 
spectrum of TV channel, 73-74 
standards, 465 

· synthesis, 151-155 
(See also Frequency synthesizers) 

transmissions, 238 
Frequency-division multiplexing (see Multiplexing) 
Frequency modulation (FM), 79-114, 390, 637-

638 
applications, 113-114 
Armstrong system, 1 10-113 
comparison with AM, 91-92 
comparison with phase modulation, 89-91 

.deemphasis in, 95.-9.7 
definit!on of, 80 
demodulation (see Rec_eiyers, FM) 
description of, 81-82 
frequency change, effects of, 108-109, lli-

112 
generation, I 00-113 

direct methods, 100-109 
indirect method, 109-113 

interference, effects of, 97-98 
adjacent-channel, 97: 
cochannel (capture effect), 97-98 

of Klystron oscillator, 390 
mathematical representation of, 80-92 

Bessel functions in, 85-87 
deviation, 80-84 
frequency spectrum, 85-89 

modulation index, 80-81 
/ narrowband, 98 

noise, effects of, 92-97 
noise triangle, 92-95 

pre-emphasis in, 95-97 
radar, 637-638 
reactance modulator, 100-109 

basic modulator, 101 
frequency-stabilized, 108-109 
requirements for, 100-10 I 
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Frequency modulation (FM) (Cont.)\ 
theory of, 102-106 ' 
types of, 106-107 

receivers (see Receivers, FM) 
stereo multiplex, 98-100, 173-174 
systems, 113-114 
theory, 80-92 
transmitters, 113-114 
varactor modulator, 107 
wideband, 98 

Frequency multipliers, 429-432 
Frequency-shift keying (FSK), 509, 549-550 

(See also Telegraphy). 
Frequency" synthesizers, 151-155 

controlled oscillator, 155-156 
digital, 156 
direct, 152-155 
indirect, 155-156 
principles of, 151-15'.c 
SMO; 156 
vco, 155-156 

Fresnel reflections, 707-708 
Fused couplers, 720 

Gates, digital, 524-525 
Grade of service, 595 
Graded-index fiber, 713 
Grid modulation:· 

G 

of class C amplifier, 46-4 7 
of multicavity Klystron, 386-387 

Ground waves, 237-239 . 
(See also Propagation of waveS) 

Groups (see Multiplexing) 
Gunn diodes, 451-454 

amplifiers, 454 
applications, 454 
construction, 451 
oscillators, 452-453 
performance, ·451-:--452 

Gunn effect: 
domains, 450-451 
eneFgy-levels in GaAs, 449 
introduction to, 448-451 
negative resistance, 449-450 

Gyromagnetic resonance, 360-361 
(See also Ferrites) · 

Gyrotron, 412 
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H 

Hagelbarger code, 546-547 
Hamming code, 546 
Hartley law, 490~491 
Hertzian dipole, 257-258, 267 
Hollerith code, 540-541 
Horizontal scanning, 658 
Horn (see Antennas, horn) 
Huygens' principle, 234-235 

I 

I signal, 68.3-684 
Idler frequency (see Parametric amplifiers) 
IF (intermediate frequency) amplifiers_ (see 

Receivers, TV) 
Image frequency and rejection, 126-128 
IMPATI (impact avalanche and transit time) 

diodes, 454-461 
(See also Avalanche effects and diodes) 

Independent-sideband (!SB) systems, 70, 71-73 
Industrial noise, 16-17 
Information theory, 485-494 

Baudot code, 488-490, 536, 537 
binary system, 486-487, 519-523 · 
coding, 487-491 ' 

(See also Codes and Coding) 
fundamentals of, 2-3, 485-487 
Hartley law, 490-491 
measurement of information, 486-487 
noise in channel, 491-492 

capacity of noisy channel, 492-494 
effects of noise, 491-492 
Shannon-Hartley theorem, 492-493 

redundancy, 3, 493-494 
Integrated circuits, microwave (MICs), 424-427 

applications, 425-427 
hybrid, 424-425 
monolithic, 425 
performance, 425-427 
(See also Transistors, microwave) 

INTELSAT (International Telecommunications 
Satellite Consortium; see Satellite 
communications) 

Interference (see Electromagnetic waves) 
Interlacing (see Television) 
Intermediate frequency. receiver, 134-135 
Inverse_-square law, 225-226 

Inverters, digital, 524-525 
Ionosphere, 239-248 

critical frequency, 241-242 
description, 239-240 · 
fading, 244-245; 248-249 
layers of, 239-240 
maximum usable frequency (MUF), 242 
reflection from, 240-241 
secant law, 242 
skip distance, 242-243 
transmission path, 244 
variations, 245-246 

ionospheric storms, 245-24& 
sudden ionospheric disturbances, 245-246 

virtual height of, 241 
Iris (waveguide), 347 
Isolators, 361-363 

Faraday rotation, 361-362 
resonance absorption, 362-363 

Isotropic media, 225 
Isotropic sources, 225 

J 
Joins, waveguide, 338-340 

flange type, 338-339 
choke, 339 

rotating, 340 
Junctions, waveguide, 343-347 

hybrid (magic tee), 344-346 
hybrid ring (rat-race), 346-347 
T type, 343-344 

K 

Klystron: 
multicavity amplifiers, 381-387 

Applegate diagram for, 383 
applications, 384-386 
bunching in, 384 
description, 381-382 
grid modulation of, 386-387 
intermediate cavities for, 384 
operation, 382-384 
performance, 384-386 
stagger tuning, 384 

reflex oscillators, 387-390 
applications, 390 
description, 387-389 
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Klystron (Cont.) 
modes in, 389 
opei°ation, 388 
performance, 389 
repeller protection, 390 
transit time in, 388-389 
tuning, 389 

two-cavity oscillators, 382, 384 

Lasers, 4, 470-475 
applications, 475 
gas, 473-474 
introduction to, 4.71 
ruby, 471-472 

L 

Fabry-Perot resonator, 471 
performance, 412 
pumping, 471-472 
Q-spoilirig, 472 

semiconductor, 474..:..475 
(See also Masers) 

Launch power, 732 
Layers of ionosphere (see Ionosphere) 
Lecher line, 217-218 
Lens, 293-295 

(See also Antennas, lens) 
Light, 703-709 

absorption, 706 
diffraction, 705 - 706 
dispersion, 705, 706 
reflection, 704, 707, 708 
refraction, 705, 707, 708 
scattering, 706, 707 
wavelengths, 703, 704 
(See also Fiber-optic technology) 

Light-emitting diodes, 475 
Light waves, 721 
Limiters (see Amplitude limiters; Noise limiters) 
Lincompex, 70 
Line width, 360-361 
Local oscillators (see Receivers, AM) 
Logic gates, 524-525 
Log-periodic antennas, 300-301 
Losses: 

fiber-optic, 716 -', 
in transmission lines, 187, 192-193 
in waveguides, 313, 350-352 

\umines~ence, 706 

.>INDEX,753 

M 

Magic tee, 344-346 
Magnetron, cavity (traveling-wave), 390-400 

applications, 400 
back-heating in, 395 
bunching in, 395-396 
coaxial, 398, 399 
description, 390-392 
dither-tuned, 399-400 
fields in, 392-394 

combined, 395 
cutoff, 393-394 
magnetic, 392-393 
magnetic and electric, 393-394 

frequency-agile, 399-400 
frequency pulling and pushing, 397-398 
hole-and-slot, 397 
long-anode, 398-399 
mode jumping in, 396-397 
modes in, 391-394 
operation, 394-396 
performance, 400 
phase-focusing effect in, 395-396 
pi mode, 394 · 
Rieke diagram for, 398 
rising-sun, 397 
strapping, 396-397 
traveling waves in, 396 
types, 398-400 
voltage-tunable (VTM), 400 

Manley-Rowe relations, 435 
Marconi antennas, 267 
Masers, 465-4 70 

applications, 470 
comparison with parametric amplifiers, 440, 470 
cooling of, 468-469 
energy levels in, 468-469 
fundamentals of, 465-469 
gas, 468-469 
noise in, 468-469 
performance of, 470 
ruby, 467-469 
(See also Lasers) 

Matrix sum code, 545-546 
Maximum usable frequency (MUF), 242 
Microprocessors: 

control of radio receivers, i56-158 
introduction to, 526-527 

MicrostriJ) circuits, 417-419 
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Microwave antennas, 281-295 
(See also Antennas) 

Microwave integrated circuits (see Integrated 
circuits, microwave) 

Microwave links, 571-575 
capacities of, 574 
comparison with coaxial cables, 574-575 
description of, 571-573 
operating frequencies, 571--:-572 
power provisions for, 573-574 
repeaters for, 571-574 

antennas, 573 
block diagram, 572 
output powers and devices, 573-574 
receivers, 571-573 

Microwave propagation, 247-248 
Microwave receivers, 571-573 
Microwave transistors (see Transistors, microwave) 
Microwave tubes, 370-412 · 

backward-wave oscillator (BW0),409, 410-411 
crossed-field amplifier (CFA), 408-410 
gyrotron, 412 
klystron, 381-387 

mu!ticavity, 381-387 
reflex, 387-390 

magnetron, 390~400 
travelling-wave tube (TWT), 400-408 
triodes, 378-381 
twystron, 411 
(See also specific types) 

Mixers: 
microwave, 365-367 
noise in, 20 
in receiver, 129-130 
(See also Receivers, AM) 

Mode field diameter (MFD), 714 
Mode of operation, optical-fiber, 713 

multimode, 713 
single mode, 713 

Modems, 547-552 
classification, 549 
fundamentals, 548 
interconnection, 548-549, 552-553 
interfacing, 550-552 
modulation methods, 549~550 
operation, modes of, 548 
RS-232 interface, 550-552 

Modes (see Klystron; Magnetron, cavity; 
Waveguides) 

Modified chemical vapor deposition (MCVD) 
process, 709 

Modulation, 3 
amplitude (see Amplitude modulation) 
definition of, 5 
delta, 507 
frequency (see Frequency modulation) 
index (see specific modulation forms) 
need for, 5-6 
phase (see Phase modulation) 
pulse (analog) (see Pulse modulation) 
radar, 612-617 
single-sideband, 56-75 
stereo FM multiplex, 98-100, 173-174 
two-tone, 509 
(See also specific types; Multiplexing) 

Monopulse, 619-620 
(See also Radar) 

Movable-vane attenuators, 350 
Moving-target indication (MT!), 626-631 

area-type, 630 
blind speeds of, 630-631 
coho, 628-629 
delay lines for, 630 
digital, 63 I 
Doppler effect in, 625, 626-627 
fundamentals of, 628-630 
noncoherent, 630 
stalo, 628-629 

Multicavity Klystron (see Klystron) 
Multimode graded-index fiber, 713 
Multimode step-index fiber, 713 
Multiplexing, 510, 564-568 

FM stereo, 98-100, 173-174 
frequency-division (FDM), 564-566 

CTEs and GTEs, 565-566 
group formation, 564-566 
high-order groupings, 566 
supergroup formation, 566 

pulse modulation, 510, 564-568 
of telegraphy, 510 
time-division (TDM), 566-568 

description, 479-480 
digital hierarchies, 568 
higher-order levels, 568 
primary level, 567-568 

Multipliers, frequency, 430-432 
(See also Varactor and step-recovery diodes) 

Muting, 147-148 
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Negative-resistance amplifiers, theory of, .444-446 
Networks, data (see Data networks) 
Noise, 14-32, 92-97, 405-408, 501-504 

amplitude limiter and, 97-98, 159-161 
atmospheric, 15 
calculations, 18-30 

for amplifiers in cascade, 21-23 
of equivalent _distance, 22-23, 27-29 
of noise figure, 26-27 
of noise temperature, 30-32 
in radar reception, 608-611, 621 
in reactive circuits, 23-25 
for resistances, 18-19 
for several sources, 21 

in communications system, 3-4, 491-494 
cosmic, 16 
in data transmission, 532-533 
diode generator, 29-30 
effects of: 

on amplitude modulation, 92-95 
on channel capacity, 491-492 
on frequency modulation, 92-97 
on pulse modulation, 503-504 
on radar systems, 608-611, 621 
on signalling speed, 491-492 

equivalent input resistance, 22-23, 27-29 
external, 15-17 
extraterrestrial, 16 
in fiber-optic technology, 718 
figure, 25-30 

calculation, 26-27 
definition of, 25-26 
measurement, 29-30 

flicker (modulation), 20 
in IMPATI diodes, 460 
impulse, 15-17 
industrial, 16-17 
internal, 17-21 
limiter, 147 
in masers, 468-469 
in microwave amplifiers (comparison), 439, 4,4.0 
in mixers, 20 
in parametric amplifiers', 438 
quantizing, 501 

(See also Pulse-code mpdulation) 
random, 17-21 
resistance, 20 

Noise (Cont.) 
in resistors, 17-19 
shot, 19-20 
signal-to-noise ratio (S/N), 25 
solar, 16 
static, I 5 
temperature, 30-32 
thermal agitation, 17-19 
in transistors, 19-20 
transit-time, 20 
in traveling-wave tubes, 405-408 
triangle, 92-95 
in tunnel diode amplifiers, 447 
in vacuum tubes, 19-20 
white (see Noise, random) 

Nonlinear capacitors, 429-430 
Nonlinear resistance, 60-62 
Nonsinusoidal waves, 11 
Notch filters, 146 
Numerical aperture (NA), 715 

0 

Optical link, 719-721 
Optical power meter, 727-729 
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Optical time-domaiff reflectometer (OTDR), 729-
731 

Optoelectronic devices, 465-477 
(See also Lasers) 

Oscillators: 
backward-wave, 409, 410-.411 
beat-frequency, 146, 147 
controlled, 155-156 
Gunn diode, 452-453 
IMPATI diode, 460, 461 
receiver, 133-134 
reflex, 387-390 
traveling-wave. tube, 403-404 
two-cavity, 382, 384 

p 

Parabolic reflectors, 281-290 
(See also Antennas, with parabolic reflectors) 

Parametric amplifiers, 432-440 
amplification mechanism, 433-435 . 
applications, 438-440 
converters, 435-436 
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Parametric amplifie"rs (Cont.) 
cooling of, 438 
degenerate, 433, 434 
fundamentals, 433 
masers compared to, 440, 470 
narrowband, 436-437 
noise in, 438 
nondegenerate, 434-435 
perforrnance, tables of, 439, 440 
pumping, 433, 434 
traveling-wave, 437-438 
types, 435-438 

Parasitic elements (antenna), 276-277 
Parity check codes, 542-544 
Phase discriminators, 165-169 

applications, 173 
description, 165 
frequency response, 169 
mathematical analysis, 165-169 

Phase modulation, 89-91, 109-113 
comparison with FM, 89-91 
definition of, 80 
of_FM carriec by noise, 92-95 
FM generation by means of, 109-113 
modulation index in, 83-84, 93 

Phased arrays, 302"'"303, 638-642 
(See also Radar) 

Phase-shift keying (PSK), 509-,-510 
Phase-shift method of SSB generation, 65-69 

(See also Single sideband) 
Photodiodes, 475-477 
Picture tubes, 689-693 

(See also Receivers, TV, color) 
Pilot-carrier systems, 70, 71 

(See also Single-sideband)" 
PIN (p-intrinsic-n) diodes, 462--463 

applications, 369, 463 
construction, 462 
operation, 462-463 
performanc~, 463 
photodiodes, 475-476 
switching with, 369 

Piston attenuators, 352 
Plan-position indicators (PP!), 621-623 
Planar arrays, 642-643 
Plate modulation of class C amplifier, 47-50 
l:'oint-contact diodes, 365 
Polar impedance diagrams (see Smith charts) 
Polarization: 

of antennas, 250, 251, 265-266, 297-298 

Polarization (Cont.) 
of waves, 226-227, 249-250 

Power budgeting, 731-732, 734 
Pre'emphasis, 95-97 
Product demodulators, 175-176 
Propag'5ion of waves, 236-251 

extraterrestrial, 249-251 
Faraday effect, 249-250 
transionospheric, 249-250 
(See also Satellite communications) 

ground-wave, 237-239 
field strength, 237-238 
tilt of, 237-238 
at VLF, 238-239 

methods of, 236-237 
sky-wave; 239-248 

(See also Ionosphere) 
space-wave, 246-248 

interference in, 247-248 
of microwaves, 247-248 
radio horizon for, 246-247 
by superrefraction, 247-248 

troposcatter, 248-249 
(See also Electromagnetic waves) 

Pulse-amplitude modulation (PAM), 494-495 
Pulse-code modulation (PCM), 499-507 

advantages of, 506-507 
applications of, 506-507 
bandwidth tequirements, 506 
companding, 504-505 
delta modulation, 507 
differential, 507 
generation and demodulation of, 501-503 
multiplexing in, 510, 564-568 

(See also Multiplexing, time-division) 
noise immunity of, 503-504 
principles of, 500-501 
quantizing noise in, 501 

Pulse-forming networks, 614 
Pulse modulation, 494-507 

multiplexing of, 5 IO, 564-568 
(See also Multiplexing, time-division) 

sa~pling theorem in, 496 
types of (see individual types) 

Pulse-position modulation: 
demodulation of, 498-499 
description of, 498 
effects of noise on, 503-504 
generation of, 498-499 

Pulse-time modulation (PTM), 496-498 



Pulse-up ratio, of TWT, 407-408 
Pulse-width modulation, 496-498, 503 

demodulation of, 497-498 
description of, 496-497 
effects of noise on, 503-504 
generation of, 497-498 

Pumping (see Lasers; Masers; Parametric 
amplifiers) 

PWM (see Pulse-width modulation) 

Q 
Q (magnification factor): 

on cavity resonators, 356-357 
effect of, on noise, 24-25 

Quantizing noise, 501 
Quantum-mechanical devices (see Lasers.; Masers) 
Quarter-wave transformers, 196-199, 206-207 
Quartz crystal, 419-420 · 

delay lines, 630 
in SAW devices, 419-c420 

R 

Radar, 600-64 7 

.,. 

A scope display, 620-621 
altimeter, 637-638 
antenna scanning, 617-618 
antenna tracking, 618-620 

collical scanning, 618-6i9 
lobe-switching, 6.18 
monopulse, 619-620 
(See also Phased arrays) 

applications, 605, 632, 636 
automatic target detection, 623 
basic principles, 601-611 
beacons, 632-634 

applicat_ions, 632 
range equation, 632-634 

bistatic, 626 
blind speeds, 630-631 · 

(See also Moving-target indication) 
capture area: 

of antenna, 607 
of target, 611 

countenneasures, 604-605 
cw, 634-638 
display methods, 620-623 

INDEX 757 

Radar (Cont.) 
Doppler, 634-637 

advantages and applications, 636 
description, 634-636 
limitations, 636 

frequency bands, 605 
frequency-modulated, 637-638 
history of development of, 604-605 
jamming, 604-605 
maximum ra:nge, factors influencing, 607-608 
minimum range, 616 
modulators, (>12~617 

active switcli\·614-615 
line-pulsing, 614 

monostatic, 626 
MT!, 626-631 

(See also Moving-target indication) 
noise, effects of, 608-611, 621 
phased array, 638-642 

fundamentals, 638-642 
practical aspects, 641-642 

plan-position indicator (PP!), 621-623 
planar arrays, 642-643 
powers used in, 605 
pulse characteristics, 615-617 
pulse-forming networks in, 614 
pulse repetition frequency (PRF), 616 
pulsed, description, 612-617 
pulsed systems, 623-626 
range equation, 606-607, 632-634 
range resolution, 616 
receiver bandwidth, 615 
receivers, 149, 612-617 
search systems, 623-624 
target propenies, 611 
tracking systems, 625-626 
track-while-scan (TWS), 625 
transmitters, 612-617, 628-63~. 638-642 
transponders (see ·Radar, beacons) 

Radiation of waves, 223-236 
(See also Electromagnetic waves) 

Radio, I 
Radio horizon, 246-247 
Radio receivers (see Receiver; Receivers) 
Range equation (radar), 606-607, 63~-634 
Rat-race, 346-347 ' 

(See also Junctions, waveguide) 
Ratio detectors, 169-172 

additional limiting fol", 172 
a~plitude limiting by, 171 
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Ratio detectors (Cont.) 
applications of, 173 . 
derivation of, from ph.ise 

discriminator, 169-170 
operation of, 170 
practical considerations in, 171-172 

Rayleigh criterion, 230 
Reactance modulator, 100-109 

(See also Frequency modulation) 
Receiver, 118-179 

blocking, 146 
direct conversion, 122 
functions, gen~ral, .4-5 
image rejection/""126-,:lf8 
noise figure (see Noise) 
oscillator, 133-134 
selectivity, 125-126, 146 
sensitivity, 123-125, 145 
superheterodyne, 4, 120-122, 131-133 
tracking, 131-133 
TRF, 119-120 
types, 119-122 

Receivers: 
AM, 122-141 

AGC in, 137-139 
IF amplifiers, 135-136 
detectors, 136-141 
frequency changing, 128-134 
intennediate frequency for, 134-135 
RF section, 122-128 

communications, 141-157 
AFC for, 149 
beat-frequency oscillator for, 146, 147 
blocking by, 146 
delayed AGC in, 144-145 
diversity reception with, 150-151 
double conversion in, 142-144 
fine tuning for, 142 
FM and SSB reception, 150 
frequency synthesizers in, 151-155 

(See also Frequency synthesizers) 
general description of, 141 
input stages for, 141-142 
nietering fo,-149-150 
niicroprocessor control of, 156-158 
noise limiter in, 147 
notch filter for, 146. 
squelch (muting) in, 147-148 
tuning calibration for, 146-147 
variable selectivity in, 145/146 
variable sensitivity in, !45 

Receivers (Cont.) 
fiber-optic, 733-736 
FM, 158-174 

amplitude limiting in, 159-162 
demodulator requirements in, 162 
general principles, 158-159 
phase discriminator_ in, 165-169 

(See also Phase discriminator) 
ratio detector in, 169-172 (See also Ratio 

detectors) 
slope detection in, 162-165 (See also Slope 

detectors) 
stereo multiplex, 98-100, 173-174 

microwave, 571-573 
radar, 149, 612-617 
satellite, 588 
SSB and !SB, 174-179 

demodulation in, 175-176 
general requirements, 174 
pilot-carrier, 176-177 
suppressed-carrier, 177-179 

TV, black-and-white, 664-682 
block diagrams, 661-662 
horizontal deflection circuits, 679-682 
picture IF amplifiers, 667-668 

- sound section·: "67(>° - - - - -

synchronizing circuits, 670-674 
tuners, 665-667 
vertical deflection circuits, 674-679 

TV, color, 689-697 
basic circuitry, 693-697 
block diagrams, 687, 690 
burst separator, 696 
chroma circuits, 695-696 
color killer, 696-697 
picture tube and requirements, 689-693 
synchronous demodulators, 696 

video stages, 668-670 
Redundancy, 3, 493-494 
Redundant codes, 542 
Reflection: 

conducting plane (see Waveg11ides) 
from ionosphere, 240-241 , 
of light, 705, 707, 708 
of waves, 229-230 

Reflective star coupler, 720, 721 
Reflex klystron (see Klystron) 
Refraction, 230-232 

of light, 705, 707, 708 
Refractive index profile, 713 



Repeaters: 
microwave link, 571-574 
submarine cable, 577-580 

Resistance noise, 20 
Resonators (see Cavity resonators; Lasers; SAW 

devices) 
Reponse time,0:in fiber optics, 718-719 
RF (radio frequency) amplifiers (see Receivers, 

AM). 

Rhombic antennas, 280.::...281 
RIMPATI (Read-IMPATI) diodes, 458 
Ring modulators, 64 
RS-232 interface, 550-552, 
Ruby lasers, 471-472 · · 

s 
Sampling theorem, 496 
Satellite communications, 581-592 

comparison with submarine cables, 588...c.589 
domestic, 591-592 
geostationary orbits for, 588 
international (INTELSAT), 582-592 

earth stations, 586-587 
satellites, 582-588, 589 

inlroduction to, 581-582 
maritime (lNMARSAT), 588-589 
propagation delay in, 588 
regional, 589-592 " 

SAW (surface acoustic wave) devices, 419-420 
Sawtooth wave, 11 
Scanning (see Radar, antenna scanning; 

Television) 
Scattering, of light, 706, 707 
Schottky-barrier diode, 463-464 
Secant law, 242 
Selectivity. receiver,. 125-126, 146 
Sensitivity, receiver.' 123-125, 145 
Set, 2-3 
Shannon-Hartley theorem, 492-493 
Shift register, 526 
Shot noise, 19-20, 718 
Sideband suppression, 64...;.69. 

(See also Single sideband) 
Signaling (see Telephony._ long-distance)· 
Signal-to-noise ratio, 25 (See also Noise) 
Single-mode step-index fibers, 713~ 714 
Single sideband (SSB), 3, 56-75 

advantages and applications of, 75 
balanced modulator in, 62-64 

Single sideband (SSB) (Cont.) 
carrier reinsertion in, 71 
carrier suppression ih, 59-64 
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demodulation (see Receivers, SSB and ISB) 
effects of nonlinear resistance in, 60-62 
filter system of generating, 64-65, 68-69 

comparison with other systems, 68-69 
filter requirements, .64-65 
linear amplifiers in, 65 

forms of AM, 69-70 
independent sideband systems,. 70, 71-73 
phase-shift method of generating~ 65-67 

comparison with other systems; 68-69 
effect of incorrect phase shift in,'69 
theory, 65-66 

pilot-carrier systems, 70, 71 
power relations in, 57-59 
receivers (see Receivers, SSB and ISB) 
sideband suppression in, 64-69 
"third" method of generating, 67-68 
comparison with other systems, 69 
description, 67-68 
transmitters, 72, 74 
vestigial sideband transmission, 70, 73-74 

Sine waves, 7-8 
Skip distance, 242-243 
Sky waves, 239~248 

(See also Ionosphere) 
Slope detectors, 162-165 

balanced, 163-165 
principles, 162-163 
shortcomings, 163 

Slotted line, 217-218 
Slow-wave structures, 403 
Smith charts, 202-213 

applications of, 205-206 
description of, 202-206 
problem solution with, 206-213 

effects of frequency variation, 210-213 
matching with quarter-wave trai1sfonner, 206-

207 
matching with short-circuited stub, 208-210 

Snap-off varactors (see Varactor and step-recovery 
diodes) 

Snell's law, 231, 708-709 
Solar noise, 16 
Space waves, 246-248 
Splices; fiber-optic, 726-727 
Square waves, 7, 9, 11 
Squelch (muting), 147-148 
Stalo, 628-629 
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Standing waves, 193-196 
Standing-wave ratio, 195 
Static, 15 
Step index, 713 
Step-recovery diodes, 430 (See also Varactor and 

· step-recovery diodes) 
Stereophonic FM multiplex, 98-100, 173-174 
Stimulated emission (see Lasers; Masers) 
Strapping of magnetron, 396-397 
Stripline circuits, 417-419 
Stubs, 200-201, 208-210, 274-275 

double,-214-215 
Subcommutation, 511-512 
Submarine cables; 576-581, 588 

CANTAT-2, 578-581 
capacities of, 576-579, 581 
comparison with satellites, 588-589 
development of, 576-579 
fiber-optic, 588 
frequency allocations in, 580 
laying of, 577-581 
locations (map) of, 577-578 
repeaters for, 577-580 
restoration of failures, 581 
(See also Coaxial cables) 

Sudden ionospheric disturbances, 245-246 
(See also Ionosphere) 

Supergroup (see Multiplexing) 
Superheterodyne receiver, 4, 120-122, 131-133 
Superrefraction, 247-248 
Surface acoustic wave (SAW) devices, 419-420 
Switches: 

digital, 524 
microwave, 367-371 

ATR, 370 
duplexer, 370-371 
ferrit~, 369-370 
gas tube, 368-369 
semiconductor diode, 369 
TR, 370-371 

telephone (see Teleph~)Ile exchanges) 
Synchronizing circuits (see Receivers, TV, black

and-white) 
Synthesizers, frequency, 151-155 · 

T 

Tapered waveguide, 342-343 
Tee (see Junctions, wavegui~e) 

Telegraphy, 508-510 
baud, 510 
codes, 509 
frequency-shift keying (FSK), 509 
introduction to, 508-509 

· - multiplexing of, 510 
phase-shift keying (PSK), 509-510 
speeds, 510 _ 
telex, 508-510 
two-tone modulation, 509 

Telemetry, 510-512 
description of, 510-511 
modulation methods in,-51-1-512. 
operating frequencies, 512 
purposes and applications, 511 
subcommutation in, 511-512 

Telephone exchanges (switches), 552-553, 555, 
593-594 

Telephony, long-distance, 592-595 
codes, 592-593 
echo in, 594 
echo suppressors and cancellers for, 594-595 
gateways for, 594 
routing, 592-594 
signaling, 592-593 
switching, 593-594 
traffic engineering in, 595 

erlang, 595 
grade of service, 595 
measurement of traffic, 595 

Television, 648-697 
bandwidth requirements, 73-74, 654 
color: 

burst, 684 
combinations, 682-684 
compatibility with -monochrome, 682 
disk, 683-684 
fundamentals, 651, (\82-684 
matrix, 683-684 (Ste also Receivers, TV, 

color 
equalizing pulses, function of, 673-674 
flicker avoidance, 650 
I signal, 683-684 
intercarrier frequency, 653-654 
introduction to, 649-651 
Q signal; 683-684 
receivers, black-and-white, 664-682 

(See also Receivers, TV, black-and-white) 
receivers, color, 689-697 

(See also Receivers, TV, color) 



Television (Cont.) 
standards and systems, 651-654 

American, 652-654 
others, 652-653 

transmission, black-and-white, 655-664 
blanking, 660 
camera tubes, 655-656 
equalizing pulses, 673-674 
fundamentals, 655-657 
interlacing, 650-651 
RF circuitry, 656-657 
scanning, 657-660 
serrations, 662 
sound circuitry, 656-657 
synchronizing pulses, 661-664 
video stages, 656 

transmission, color, 684..,.689 
chroma modulation, 685-686 
color subcarrier, , 685-686 -
factors influencing, 685-686 
transmitter fundamentals, 686-689 

transmission, sound, 651 
video bandwidth, 654 
video waveforms, 661-664 
Y signal, 683-684 

Telex (see Telegraphy) 
Temperatllre: 

Curie, 360 
inversion, 247-248 
noise, 30-32 
standard ambient, 18 

Tenninations, waveguide, 349-350 
Thermal (black-body) noise, 16, 718 
"Third" method of SSB generation, 67-68 
Time-division multiplexing (see Multiplexing) 
Top loading, 269-270 
Torus antennas, 288 
Tracking: 

radar antenna, 618-620, 625-626 
receiver, 131-133 

Traffic engineering, 595 
(See also Telephony, long-distance) 

T:ranSistors, microwave, 420-427 
applications, 425-427 
constructiqn, 422-424 

bipolar, 422--423 
field-effect (FET), 422--424 

limitations, 421 
packaging, 424 
parameters, 421-422 

Transistors, microw.ive (Cont.) 
performance, 425-427 
transit time in, 421 

INDEX 761 

(See also Integrated circuits, microwave) 
Transit time: 

noise, 20 
in reflex klystron, 388-389 
in transistor, 421 
in triode, 379-380 

Transmission lines, 185-218 
balanced, 185-186 
baluns, 216-217 
calculations, 189-192, 198-199, 201, 202-206 

(See also Smith charts) 
characteristic impedance, 188-192 

calculation methods, 189-192 
definition, 188-189 

charging and discharging, 614 
coaxial, 185-188 
components, 214-218 
description of, 185-188 
directional couplers, 215-216 

(See also Couplers) 
double stub, 214-215 
equivalent circuits, 188 
half-wave, 199 
impedance inversion on, 196-198 
impedance variation along, 201-202 
Lecher, 217-218 
losses in, 187, 192-193 
open- and short-circuited, 200 
parallel-wire, 185-186 
parameters, table of, 187 
power-handling ability of, 187-188 
properties of various 1engths, 200 
quarter-wave, 196-199, 206-207 

impedance inversion with, 196-198 
transformer, 198-199, 206-207 (See also 

Smith charts) 
reactance properties of, 199-202 
slotted, 217-218 
standing waves on, 193-196 

normalization of impedance, 195-196 
reflections, 193 
standing-wave ratio, 195 

stubs, 200-201, 208-210 
(See also Smith charts) 

television (see -Television, transmission) 
unbalanced, 185-188 
velocity factor of, 192-193 
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Transmitters: 
AM, 43-46, 50-52 

(See also Amplitude modulation) 
FM, 113-114 

(See also Frequency modulation) 
general functions of, 3 
radar, 612-617, 628-631, 638-642 

(See also Radar) 
, SSB and !SB, 72, 74 

(See also Single sideband) 
TV, 655-664, 686-689 

(See also Television) 
Transponders (see Radar, beacons) 
TRAPATT (trapped plasma avalanche triggered 

transit) diode, 458-461 
(See also Avalanche effects and diodes) 

Traveling-wave tubes (TWT), 400-408 
amplifier, 437-438 
applications, 405-407, 408 
bunching in, 402 
description, 401 
dual-mode, 407-408 
focusing in, 404 
operation, 401-403 
performance, 407-408 

table of, 406 
periodic pennanent-magnet (PPM) focusing, 404 
prevention of oscillations _in, 403-:--404 
slow-wave structures, 400-406_ 

coupled-cavity, 403-404 
helix, 400-403 
ring-bar, 403 

types, 405-407 
Triangular waves, 11 
Triode, microwave, 378-381 

circuits, 381 
design requirements, -379-380 
lighthouse, 381 
limitations, 378-380 
parallel-plane, 380-381 
performance, 380 
transit time effects in, 379-380 

Tropospheric scatter,. 248-249 
links, 575-576 
propagation, 248-249 

Tuners, TV, 665-667 
Tunnel diodes and amplifiers, 440-447 

amplifiers, 444:-446 
applications, 446-447 

Tunnel diodes and amplifiers (Con~.) 
theory, 444-446 
typical, 447 

diodes, 440-443 
construction, 443 
energy levels in, 442-443 
principles, 440-443 
theory, 442-443 
tunneling in, 441-442 

Tunnel rectifiers (see Backward diodes) 
Twist, waveguide, 342-343 
Two-tone modulation, 509 
Twystron, 411 

V 

Vane, lossy, 350 
· Varactor and step-recovery diodes, 427-432, 

frequency multiplication mechanism, 429-430 
operation, 427-428 
performance, 431-432 

frequency multipliers, 430-432 
applications, 432 
circuits, 430-431 
comparisons, 431-432 

step-recovery diode, 430 
varactor diode, 427-432 

characteristics, 429 
construction, 428 
as frequency modulator, I 07 

(See also Parametric amplifiers) 
Velocity: 

factor of transmission· lines, 192-193 
group, in waveguides, 322-324 
phase, in waveguides, 317-318, 322-324, 357-

358 
Vertical scanning, 658-660 
Vestigial sideband transmission, 70, 73-74 
Video amplifiers, 667-668 

w 
Waveguides, 310-352 

advantages, 312-314. 
applications, 312 
attenuation, 313, 351-352 
attenuators, 350-352 
bends, 341-34/ 



Waveguides (Cont.) 
char:acteriStic wave impedance, 325-326 
circular, 331-335 

applications of, 334 
behavior in, 331-332 
disadvantages of, 333-334 

comers, 341-342 
couplers, 357-358 
coupling, 335-338 

with antennas, 335-336 
direct, from coaxial line, 338 
by loop and probe, 335-336 
through slots, 336-338 

below cutoff, 351-352 
cutoff frequency, 321~322 
cutoff wavelength, 319-322, 331 
dominant mode, 321-322 
evanescerit modes, 351 
field configurations, 329-331 
flanges, 338-339 
flaps, 350-351 
flexible, 335 
frequency range, 313 
fundamentals, 311-314 
group velocity in, 322-324 
irises, 347 
joins, 338-340 
junctions, 343-347 
losses in, 313, 350-352 
magic tee, 344-346 
modes in, 312, 315-316, 321-322, 324-331 
obstacles, 347-349 
optical (see Fiber-optic technology) 
parallel-plane, 318-324 
parameters, table of, 313 
phase velocity in, 317-318, 322-324 
piston attenuator, 352 
posts, 348-349 
power rating of, 313 
propagation in, 314 

Waveguides (Cont.) 
rat-race, 346-347 
rectangular, 324-331 
reflection from walls in, 314-318 
resistive loads, 349-351 
ridged, 334-335 
rotating join, 340 
screws, 348-349 
sizes, table of, 313 
slots, 336-338 
T junction, 343-344 
tapered, 342-343 
terminations, 349-350 
twist sections, 342-343 
vanes, 350 
wavelength in: 

cutoff, 319-322, 331 

INDEX 763 

dominant mode of operation, 315-316 
guide, 318-319 
normal, 317 
parallel, 317 

Wavemeter, cavity, 354-355 
Waves, radio, 223-251 

(See also Electromagnetic waves; Propagatiol). of 
waves) 

Windows: 
fiber-optic, 716 
microwave, 228 

y 

Y signal, 683-684 
Yagi-Uda antenna, 279-280, 296 
YIG (yttrium-iron garnet), 357 

z 
Zoning, 294 

(See also Antennas, lens) 
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